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ABSTRACT

Due to the cost of obtaining labeled data for training classifiers, we begin to see the
use of algorithms that are able to learn from unlabeled data instead of learning only
from previous labeled data. Created in 1998, an algorithm known as Co-Training is
the main scope of study in this project. Using an implementation already developed
for generating classifiers Naive Bayes, a modification was implemented to deal with
two parallel classifiers. Dealing with two views of the data, a combined classifier is
created providing a better result that each one individually. Not only the Co-Training
algorithm has been created, but also an interface for testing was developed. Finally, a
wide range of datasets were used to validate the effectiveness of the hybrid classifier

compared to other known methods of classification.



RESUMO

A medida que observamos o cresimento estrondoso da quantidade de informaggo
produzida pela humanidade, cresce a necessidade de organizacio destas informacdes
para que possam ser de alguma valia. Entretanto, a classificagio tornou-se uma tarefa
complexa com o aumento da complexidade dos dados gerados e suas relagdes.
Meédicos precisam estabelecer relagdes complexas entre diversos exames para chegar
a uma conclusdo fundamentada. Robos precisam tomar decisdes baseadas em leituras
de diversos sensores, cuja relagdo entre si ndo é clara. Softwares precisam decidir se
um email € desejado ou indesejado (spam). Empresas precisam classificar clientes de
modo a otimizar seus servigos e se manter a frente de seus conconrentes. Todos estes
exemplos citados representam éreas onde se poderia aplicar classificadores para o
auxilio na tomada de decisdes. Observa-se deste modo a vastiddo de possiveis areas
de aplicagéo.

Dentre as dificuldades de uso de classificadores gerados por computadores, destaca-
se o problema de obten¢io de dados ji classificados para o treinamento dos
classificadores. Devido a este necessidade, surgiram alguns algoritmos que possuem
a capacidade de aprender com dados nido rotulados, melhorando desta forma a
eficdcia da classificagdo.

Neste trabalho estudar-se-4 o desempenho de um algoritmo para geracdo de
classificadores conhecido por Co-Training. Para tal criar-se-d4 um sistema de

automatizagio de testes e utilizar-se-4 bases disponiveis na internet. Consi
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1 Introducao

A quantidade de informagao gerada pela humanidade cresce de forma
estrondosa ao longo dos anos, de tal modo que classificar tais informagoes
tornou-se uma tarefa trivial para uma possivel analise das informagdes.
Complexa e dispendiosa, a andlise de dados apresenta-se como escopo de
diversos estudos académicos. Pesquisadores, empresas, familias, todos
possuem a necessidade de classificar a informagéo que lhes é provida.

A classificagdo de dados n3o pode ser considerada um advento
recente, porém podemos observar uma grande diferenca entre os grandes
armarios de arquivo encontrados nos corredores das empresas durante as
ditimas décadas e os complexos sistemas de informagéo disponiveis
atualmente. Apesar de mais organizados pelos sistemas de informacéo, os
dados s&o mais volumosos e suas relagdes mais complexas.

Estendendo-se por todas as areas do conhecimento, a classificacdo
eficaz de dados demonstra cada vez mais seu incalculavel valor para a
humanidade. Na medicina observamos classificagdes de tumores baseados
na analises de exames, que apresentam uma complexa relacao entre si.
Leituras complexas de diversos sensores podem ser auxiliadas por
classificadores para que uma inteligente tomada de decisdo possa ser
tomada.

O custo da classificagio de dados esta diretamente relacionado com
a mao-de-obra humana necesséria para realizar a classificagdo. Tal fato
deve-se a necessidade da realizagdo de um treinamento de sistemas
automatizados de classificagéo utilizando dados previamente rotulados.
Métodos que demandam uma quantidade menor de dados rotulados para
classificar com um erro consideravel uma grande quantidade de registros
séo um dos principais tépicos estudados por pesquisadores da area.

Os primeiros algoritmos utilizados para classificagdo de bases de
dados eram estaticos, haja vista que o classificador era mantido intacto
conforme realizadas grandes quantidades de rotulagdes. Dentre tais



algoritmos, destacamos o conhecido Naive Bayes, a ser utilizado para como
base de comparacéo.

Dentre diversos fatores, consideramos relevante o alto custo para a
obten¢éo de dados rotulados como um dos motivadores do desenvoivimento
de uma nova classe de algoritmos que possui a capacidade de aprender
conforme classifica novos dados. Deste modo é possivel realizar uma
classificagéo eficaz, dados somente poucos registros rotulados.

O objetivo deste trabaiho sera realizar testes em diversas bases de
dados, de forma a verificar a eficacia do algoritmo conhecido por Co-
Trainning. Desenvolvido em 1998 por Blum e Mitchell, tal método para
geragao de classificadores tornou-se cada vez mais popular.

Visando realizar uma verificagio condizente do algoritmo, utilizar-se-4
bases deveras variadas em contelidos e areas de aplicagao.

O escopo deste trabalho sera também o desenvolvimento de uma
interface de testes mais amigavel e pratica para a implementagdo e uso do
algoritmo de classificagdo desenvolvido. Encontra-se também dentro do
objetivo deste projeto a realizagéo de testes para bases que se enquadram e
nao se enquadram nos requisitos do Co-Training para que seja feita uma
analise condizente.



2 O problema da classificagao

E de grande interesse pratico e recente objeto de extensivos estudos
a construgdo de classificadores eficientes de bases de dados. Essa
necessidade surge pelo fato de ser muito custoso em termos de tempo
despendido classificar (rotular) manualmente as amostras de dados uma a
uma.

A importancia relacionada com a classificagdo de dados cresce de
forma assombrosa com o passar dos anos. Empresas desejam cada vez
mais segmentar seus clientes. Maquinas tornam-se cada vez mais
independentes e, portanto necessitam da habilidade de classificar o que se
encontra ao seu redor. Fendmenos da natureza comegam a ser
compreendidos e classificados de maneira légica. A habilidade de classificar
€ essencialmente humana, porém & possivel implementar algoritmos que
simulam o modo de pensar de uma pessoa.

Dado um conjunto de amostras X, e um conjunto de rétulos, daqui por
diante chamados de classes, Y, construir um classificador significa encontrar
uma func&o g(X) que retorna uma classe Y; pertencente a Y, que é a classe
atribuida pelo classificador aguela amostra X;.

Se supusermos conhecidas as classes verdadeiras das amostras, o
melhor classificador g & aquele que minimiza a probabilidade de erro de
classificagdo, ou seja,

g = argmin P( g(X) I= ),
Com erro:
e’ =min P(g(X) I= Y).

Dado que existe uma distribuigéo de probabilidades P(X)Y) sobre as
amostras e classes, 0s casos sio:



1%) Estimar p(X, Y) e construir o classificador usando pAX)Y) ;
2%) Construir um classificador que “funcione bem” para qualquer (ou
quase todas) p(X Y).
#) Obter g{X) com alguma representagdo que nio exija estimagio
‘completa” de p(X Y).

Nesse trabalho, estaremos interessados no primeiro caso.

Para a estimagéo da distribuigso de probabilidades, precisamos, em
principio, de uma base de treinamento. Essa base de treinamento possui
amostras j& classificadas, e estas serdo usadas para “ensinar’ o
classificador o padrao de comportamento das amostras de cada classe.

A estimagdo dessas probabilidades utilizando amostras ciassificadas
€ 0 que chamamos de aprendizagem supervisionada. O método gue
apresentaremos para este caso é o Naive Bayes.

No entanto, o foco principal desse trabalho estd em explorar como
bases de dados n3o classificadas podem nos ajudar na construgdo desses
classificadores. Isso é a chamada aprendizagem n&o-supervisionada. O
método mais comum para este tipo de aprendizagem & o chamado EM
(Expectation-Maximization), que sera detalhado mais a frente.

O que propomos neste trabalho é a utilizagdo de outro método de
aprendizagem chamado Co-Training. Esse método foi proposto em 1998 por
Avrim Blum e Tom Mitchell, no artigo Combining Labeled and Unlabeled
Data with Co-Training. Ele se baseia no fato que para algumas aplicagoes,
as amostras podem ser vistas de duas maneiras distintas, independentes
entre si, sendo que cada visualizagdo por si 86 j& é suficiente para a correta
classificacdo. Esse método também sera mais detaihado a frente.



3 Naive Bayes

Esta segdo apresenta o Naive Bayes, um classificador probabilistico
bem conhecido. Naive Bayes é a base sobre a qual iremos mais tarde
elaborar para incorporar dados incompletos. A tarefa de aprendizagem aqui
¢ estimar os parAmetros de um modelo generativo de dados usando dados
de treinamento completos apenas. O algoritmo usa estes pardmetros
estimados para classificar novas amostras calculando qual classe é a mais
provavel.

A premissa basica deste método consiste na suposigao que todos os
atributos das amostras sdo condicionalmente independentes entre si, dada a
classe. Por conseqiiéncia, cada amostra ¢ independente das outras, dada a

sua classe, ou seja:
PxiC) = TTPjC)
Aplicando o teorema de Bayes,
P(CIx) = [(P(C)) / (PO)] T PexiC)
O termo P(x) pode ser ignorado ja que ndo depende da classe,
Pcix) a Pc) TT Pixjcy

Para cada classe € calculado um valor proporcional a P(C{x). Uma
previsdo deterministica pode ser obtida escolhendo-se a classe mais
provavei.

As probabilidades P(C) e P(x|C) s@o estimadas simplesmente
fazendo-se a contagem de amostras na base de treinamento que,
respectivamente, s&o da classe C;, e daquelas que pertencem a essa classe,
possuem o valor do atributo j como x;

A vantagem desse método esta na sua simplicidade, mas ele tem um
problema fundamental, para que se construa um bom classificador, faz-se
necessario um elevado nimero de amostras classificadas. Isto demanda



tempo e, por consequiéncia, custo. Esse problema, inclusive, € o que motiva
0 aparecimento de méiodos que utilizam as préprias amostras nao
classificadas, que sdao muito menos custosas de se obter, para melhorar a
eficiéncia dos classificadores.



4 EM (Expectation-Maximization)

Naive Bayes se mostra muito eficiente na maioria das aplicagbes a
qual é destinado, mas somente se dispuser de vasta quantidade de dados
classificados para com eles aprender. Mas sabe-se que o custo de obtengio
de uma vasta quantidade de amostras classificadas (fabeled), é
extremamente elevado, dai observamos o grande problema da dificuldade
de se obter dados classificados. No caso de uma empresa, ¢ custo para a
realizacao de pesquisas para classificar clientes demanda tempo e dinheiro.
No caso de fendmenos da natureza, muitas vezes a classificagéo & inviavel
devido a fatores geograficos. O mesmo € valido para robds, que podem
estar muito distantes.

. Diante de tal dificuidade, foram desenvolvidos algoritmos que
utilizam muitos dados ndo classificados (unfabeled) juntamente com poucos
dados classificados para construir-se o classificador. Um método muito
popular para a geracéo de classificadores a partir dessa mistura é o EM.

O EM ¢ uma classe de aigoritmos iterativos para estimativas de
maxima verossimilhanca ou maximo a posteriori em problemas com dados
incompletos, que neste caso s&o os dados sem classificagsio. Ele € uma
extensédo do Naive Bayes no sentido que o utiliza diversas vezes sobre os
mesmo dados até que os parametros de classificacio ndo apresentacio
variagao significativa.

Vejamos a aplicacéo do EM ao Naive Bayes.

~

Deve-se primeiro estimar os parametros geradores da distribuico ¢
utilizando Naive Bayes sobre os dados completos. Depois podemos utilizar
este preditor inicial para determinar as probabilidades das amostras
incompletas pertencerem a cada classe. Diante desta classificagdo prévia
das amostras incompletas, podemos refazer o classificador utilizando agora
tanto os dados completos originais como esses incompletos que tiveram
atribuidos probabilidades de classe. Prossegue-se utilizando este novo
classificador para novamente atribuir probabilidades as amostras
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incompletas, e esse ciclo continua até que 0 pare de variar. A convergéncia
destas iteragées foi demonstrada por Dempster.
O uso do EM com o Naive Bayes € descrito em partes a seguir:

I Ty
1. Devem ser obtidos dados Labeled D e Unlabeled D

2. Construir um classificador Naive Bayes inicial, 6', a partir dos
dados labeled. Usar a estimativa maximo a posteriori para o célcuio dos

6 = arg maxg P(D|)

parametros P(Q)_ Como exemplo, para o

caso de classificagdo de documentos, as equagbes a seguir devem ser

usadas para tal calculo.

1+ ZIM Nlwy d;)Plyi = cj]d;)
[H—I—Zm Pl N (e di)P(y: = ¢|d;)

9“,*]‘:’ = P( 'y '(‘jl

_ i+ Z!le P(y; = ¢;|d;)
IC| + |D|

3. lterar enquanto houver melhora no classificador. Mede-se a

6. =P(c;|9)

“J

melhora no classificador por le (Ql D Z) (a log-probabilidade completa dos
dados classificados e nao-classificados e a & priori):

[<'|
1(8ID:z) = log(P(®)) + Y Y =, log (Ple;|8)P(di] 2 8)

d, =P j=I1

3.1 E-Step



11

Usar o classificador atual para estimar a probabilidade de
cada uma das amostras pertencer a classe em questio

P(c,|d;:6) .

Plyi = ¢;|d;: 6)

__ PUGIOTT Plag, ey )
S Pl T Pl Jer:6)

3.2M-Step

Reestimar o classificador ( 9) utilizando as probabilidades
calculadas para as amostras incompletas. Usar a estimativa maximum

! = arg maxg P(D|6)P(8)

a posteriori para achar o novo
Voltar para o passo 3.1.

Existem técnicas para melhorar o desempenho do algoritmo EM,
sendo que dois exemplos s&o : usar peso menor que 1 para os dados
uniabeled e considerar mdltiplos componentes de mistura para cada classe.
Tais métodos demonstram-se eficazes em casos onde a magnitude da
quantidade de registros /abeled é diversas vezes menor que a de registros
uniabeled.

Em resumo, EM encontra um & gue maximiza localmente a
verossimilhan¢a dos seus pardmetros dados todos os registros — tanto os
completos quanto os incompletos. Ele fornece um método através do qual
dados nao classificados podem contribuir para a estimagéo de parametros.
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5 Co-Training

O algoritmo Co-Training explicitamente usa uma divisdo de
caracteristicas quando aprendendo de dados rotulados e nio-rotulados. Sua
abordagem ¢ incrementalmente construir dois classificadores sobre cada um
dos grupos de caracteristicas.

Cada classificador € inicializado usando apenas os poucos exemplos
rotulados a disposicdo. Em cada rodada do Co-Training, cada classificador
escolhe um registro ndo-rotulado por classe para adicionar ao conjunto de
dados completos. Os registros selecionados s&o aqueles com maior
confianga na classificagdo dada pelo classificador base. Entdo, cada
classificador reconstroi-se do novo conjunto rotulado aumentado e o
processo repete-se. Neste trabaiho, utilizamos Naive Bayes como algoritmo
de construgdo do classificador base. As probabilidades de classe sdo as
estimativas de confianca usadas por Co-Training. Na hora da classificagéo,
as previsdes dos dois classificadores s&o combinadas multiplicando-se suas
probabilidades a posteriori e renormalizando-as. A segUéncia a seguir
esquematiza tal processo:

Entradas : Uma colegdo inicial de exemplos rotulados e uma de nso-
rotulados.

Processo: ltera-se enguanto existirem dados nio rotulados

1. Construa classificador A usando a por¢éo A de cada exemplo

2. Construa classificador B usando a porgéo B de cada exemplo

3. Para cada classe C, escolha o exemplo néo-rotulado para o qual o
classificador A esta mais confiante em relagéo a classe C, retire-o da
colegao de n&o-rotufados e junte-o a colegéo de exemplos rotuiados
4. Para cada classe C, escolha o exemplo nédo-rotulado para o qual o
classificador B est4 mais confiante em relagéo a classe C, retire-o da
colegao de néo-rotulados e junte-o & colegéo de exemplos rotutados
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Saidas: Dois classificadores, A e B, que predizem rétulos de classe para
novos exemplos. Estas predicdes $do combinadas multiplicando-as e
renormalizando os valores de probabilidade de classes.

A idéia é que, se a base de dados satisfizer duas condi¢ctes a serem
apresentadas a seguir, esse algoritmo produzirda resultados 6timos,
possivelmente melhores que Naive Bayes com grande quantidade de
rotulados a disposigao.

A selecdo de uma base de dados consistente e que atenda aos
requisitos do Co-Training influi diretamente no desempenho do algoritmo. As
bases de dados devem apresentar uma divisdao natural de suas
caracteristicas, ou seja, os classificadores treinados por cada um destes
grupos de caracteristicas devem ser igualmente capazes de classificar
novos registros. Desta forma, o registro que esta sendo rotulado recebera a
mesma previsao de classe, independente do classificador utilizado.

Deve-se observar que existe um segundo pré-requisito para a escolha
da base, relacionado com os conjuntos de dados que gerardo os dois
classificadores do algoritmo. As caracteristicas dos dois conjuntos devem
ser independentes condicionadas & classe, indicando deste modo a
inexisténcia de uma relagéo entre os dois grupos de informacéo.

Enfim, a esséncia deste algoritmo esta em gque duas visbes diferentes
de um mesmo exemplo podem ser usadas para produzir classificagéo, e
este método explora o fato de que um classificador construido por uma viséo
aprende com o outro de forma incremental para produzir no final dois
classificadores mais precisos do que se tivessem sido gerados

independentemente.
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6 Macro Processo para classificacdo de dados com
o algoritmo Cotraining

Waka -
Discretizacio &

3

~ Classificagio o
Co obtengdo de v

== PR

X-Axis
Figura 1- Macro processo de geragiio de classificadores

A obtengao de bases de dados gue se adequem as limitagdes dos
classificadores de dados atuais apresenta-se como um dos principais
empecilhos para a utilizagéo mais ampla de classificadores para o algoritmo
implementado neste projeto. Oriundas de sensores, exames clinicos, dados
da populagéo entre outras fontes, as informagdes dificilmente encontram-se
nos padrdes aceitos pelo sistema desenvolvido. Primeiramente, explica-se a
seguir o processo através do quail encontramos bases na Internet, para que
depois sejam desenvolvidos os processos que terdo como output os
classificadores e seus resultados.

As fontes de dados utilizadas neste projeto de conclusdo de curso
foram obtidas na internet, dado que esta fora do escopo do mesmo a
geracdo destes inputs. Dentre os websites que fomecem bases de dados
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doadas por terceiros, utilizou-se neste vastamente o website
hitp:/Avww.ics.uci.edu/~mleam/MLRepository.html. Tal site € mantido pela
University of California, Irvine, Dept. of Information and Computer Sciences.

Encontra-se na Internet arquivos que apresentam como problema
chave a continuidade dos parametros de classificacio e uma quantidade de
classes maior que duas. Deste modo torna-se necessaric um tratamento
previo das bases de dados encontradas. A discretizagéo e agrupamento de
classes foram os ftratamentos aplicados a estas fontes, além da
reorganizacao do formato.

39 State-gov, 77516, Bachelors, 13, Never-married Adm-clerical Not-in-family, White,Male,2174,0.20, United-States, <=50K
30,5¢lf-emp-not-inc,83311,Bachelors, 13, Married-civ-spouse, Exec-managerial, Husband, White, Male, 0.0, 13 United-States, <=50K
38, Private 21 5646,H5-grad,9, Divorced, Handlers-cleaners, Not-in-family, W hite, Male,0,0,40, United-States,<=50K

53,Private 234721,1 1th,7 Married-civ-spouse, Handlers-cleaners, Husband, Black, Male_0,0,40,United-Siates, <=50K

28, Private, 338409 Bachelors, 13, Married—civ-spouse, Prof-specialty, Wife, Black, Female,0,0,40,Cuba, <=50K

37 Private, 284582 Mastets, 14, Married-civ-spouse, Exec-managerial, Wi fe, White,Female,0,0,40,United-States, <=50K

49 Private, 1601 87,9th,5,Married-spouse-absent,Other-service, Not-in-family, Black, Fernale,0,0,1 6, Jamaica, <=50K
S2,Self-emp—not—inc,209642,HS-gmd,Q,Ma:ﬁed-civ—spouse,l':‘.xec-managerial,Husband,White,Male ,0,0,45,United-States,>50K

Tabela 1 - Exemplo de base de dados crua

Explica-se no capitulo 8 o processo de discretizagdo e agrupamento
de classe feito no software Weka.

Apbs o pre-tratamento das bases de dados, a importagdo para o
banco de dados € necessaria. A implementacéo de uma interface no formato
de banco de dados foi feita de forma a facilitar o futuro input de dados, haja
vista que atuaimente esta & a forma mais utilizada para armazenar
informagéo. Detalhar-se-a o tratamento feito nesta interface com o banco de
dados também neste capitulo.

Por fim, a gerag&o dos classificadores pode ser iniciada com base no
banco de dados carregado. A explicagdo sobre a geragdo dos
classificadores e o resultado dos testes para as diversas combinagdes de
dados rotulados e nao rotulados ser4 fornecida no préximo capitulo.

6.1 Java - Preparacéo de bases

Devido & maneira através da qual implementou-se o algoritmo Co-
Training, a preparagio das entradas para 0 método demonstrou-se deveras
trabalhosa. Os arquivos texto utilizados para definir instancias Labeled,
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Unlabeled e Testes, eram previamente preparados de forma manual. Desta
forma a realizacao dos testes demandava tempo, tornando-se também mais
vulneravel a erros na preparagdo. Para a correta validagao do algoritmo Co-
Training como gerador de classificadores é necesséria a realizagdo de
combinagdes de proporgdes entre instancias Labeled e Unlabeled.

Tendo em vista tais dificuldades para a realizagéc de testes, sera
implementada uma classe cujo objetivo sera a preparacéo dos arquivos de
entrada e a automatizacéo da variacao de Labeled/Unlabeled.

Para que seja viabilizada esta implementagéo, a utilizagdo de meios
mais eficazes para manipulagdo de dados demonsira-se necessaria. Assim
sendo, utilizar-se-a o banco de dados Microsoft Access juntamente com
componentes em Java para lidar com a preparacdo das entradas do

algoritmo.

6.2 Java- Co-training

A implementa¢do do algoritmo Co-Training deu-se através de
codificagao em linguagem Java. Aproveitamos, para isso, trechos do cédigo
do software EMBayes, escrito pelo Prof. Dr. Fabio Cozman (EPUSP), que
contém métodos que manipulam varidveis (atributos) das bases de dados e
redes bayesianas.

Este cddigo foi adaptado para a utilizagdo conforme o aigoritmo Co-
Training, ou seja, ele passou a aplicar Naive Bayes para duas bases
distintas, que apesar de representarem o0s mesmos registros, continham
atributos diferentes. Por consequéncia, o cédigo passou a lidar com dois
classificadores (duas redes bayesianas com parametros e variaveis
distintos}, ao invés de um sé.

Foram implementadas fungdes de manipulagdo de arquivos, para
adicionar registros a base de classificados e retirar da base de nso-
classificados.

Foi preciso aumentar o nimero de parametros de entrada trata-los de
acordo. Alguns novos parametros sdo : especificagio dos 4 arquivos com
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dados que serdo manipulados, 2 arquivos com dados para teste, 2 arquivos
onde seriam gravadas as saidas do programa.
As limitacdes desta implementagéo séo:

+ As classes possiveis dos registros devem ser no maximos
DUAS; Seria possivel adaptar o cédigo para mais de duas
classes, porém o impacto seria intenso requerendo diversas
alteragbes no cddigo. No entanto, tal impiementagdo na
alteraria a analise e entendimento do método de geragéo dos
classificadores

+ Os afributos das base podem conter apenas valores discretos:
iss0 se deve ao fato de que as probabilidades s3o calculadas
baseadas na contagem das ocorréncias, e isso seria
impossivel com um atributo de valores continuos.

4+ Os valores possiveis nao podem uitrapassar 5 (valor varigvel
depende do numero de registros): quanto menos registros
existirem na base, menor € o nimero maximo de valores que
os atributos podem assumir, pois se os registros escolhidos
para serem utilizados como treinamento poderiam ser muito
singulares, e o classificador n&o teria uma boa estimativa da
distribuicao de probabilidades real.
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A figura a seguir ilustra o fluxograma simplificado do funcionamento do Co-

Training.

Construgfo dos Classifico dados néo Registros com maior
classificadores C1 e C2 rotulados e verifico pirobabitidade de
utilizando os dados —" registros com maior ——» pertencer as classes sfo
rofulados L1 e L2, Para probablidade para movidos de ndo rotulados
tal, utiliza-se Naive Bayes classificadores C1e C2 para rotulados

A codificacdo da classe principal deste programa, que executa o

algoritmo Co-Training, esta listada na tabela 5.1, anexo A.



7 Estrutura desenvolvida em Java

BayesNet.java

Colraining java

Estrutrura

desenvolida pelo Al
Professor D, Fabio TesteCotraining java

Cozman

Figura 2- Estrutura do pregrama desenvolvido divido por semestm do Trabalho de Conclusio
de curso

7.1 Descri¢do da camada Java

A implementagdo do algoritmo Co-training e da estrutura para
realizagéo de testes de performance foi dividida em dois semestres.

O desenvolvimento das classes Cotrainingjava e da classe
TesteCotraining.java foi feito no primeiro semestre, de modo que sua
extensao (classe preCotrainingjava) foi implementada no segundo
semestre.

As funcionalidades de cada classe serdo explicadas nos préximos

subcapituios.

7.1.1 CoTraining.java

A classe Cotraining.java é a principai classe desenvolvida, sendo esta
a classe que contém o main.

Nesta classe define-se a quantidade de testes que sera feita para a
base contida no banco de dados, assim como suas proporcdes de dados
Rotulados e nao Rotulados.




20

Apos a definigdo da quantidade de testes e do percentual Labeied, esta
classe chamara a preCotraining.java para que seja iniciada a preparagao
dos arquivos utifizados como entrada para o inicio da classificacdo. Explicar-
se-a o funcionamento desta preparagéo de arquivos a seguir.

O processo de geracao dos classificadores ¢ iniciado apés o termino
da preparagdo dos arquivos que serdo utilizados para este processo.
Conforme prega o algoritmo co-training, & iniciada a geracédo de dois
classificadores (C1 e C2) que visualizam cada uma das duas divisdes dos
registros da base de dados. A medida que os classificadores sdo gerados, é
feita uma classificacdo dos dados néo rotulados, que sera utilizada para a
escoiha dos registros que serdo movidos para o arquivo de dados rotulados.
Este processo ocorrerd até que nlo existam mais dados ndo rotulados,
desta forma seréo gerados classificadores que tendem a apresentar uma
melhor performance. Ao fim da classificagdo de todos os dados rotulados,
sera chamado um método que gerarda um arquivo de saida com o
desempenho de cada um dos classificadores e do classificador combinado

para os dados separados previamente para os testes.

7.1.2 TesteCotraining.java

A classe TesteCotraining.java foi criado com o objetivo de achar o
registro que possui a maior probabilidade de pertencer as classes
previamente definidas. Tal fungéo sera utilizada para a reconstru¢do dos
arquivos Labeled e Unlabeled, de forma a retirar os registros unlabeled que
pbossuem a maior probabilidade de pertencer as classes mencionadas e
envia-los para o arquivo Labeled.

Desta forma a fungéo serd chamada até que o arquivo que contém os
registros Unlabeled nédo possua nenhum arquivo, de maneira que se pessa
gerar o ultimo classificador. Espera-se que o ultimo classificador gerado,
utiizando os dados previamente denominados uniabeled como labeled
apresenta uma menor incerteza na classificagéo.
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7.1.3 PreCotraining.java

A classe PreCotraining.java foi desenvolvida diante da necessidade de
facilitar a geragdo dos arquivos de entrada para a geragdo e testes do
Cotraining. Desta maneira, ela sera responsavel por todo o processo de
geragao dos arquives Labeled, Unlabeled e Teste.

Primeiramente, a classe entende como uma premissa a existéncia de
dados na tabela COTRA_MAIN. Dado este fato, um método responsavel ira
carregar uma tabela auxiliar com todos os registros contidos na
COTRA_ MAIN.

Apos a carga da tabela auxiliar, 0 método ira separar 20% dos registros
para teste. Separa-se estes registros que futuramente seréo utilizados para
testes de forma a selecionar 50% da classe 1 e 50% da classe 2. A tabela
COTRA_TEST sera carregada com estes registros. Posteriormente sera
gerado um arquivo texto contendo os registros aqui aleatoriamente
selecionados, a ser utilizados pelas classes descritas anteriormente.

Apods a separagao dos registros para teste, sdo separados os registros
para a geracao do classificador. A proporgdo de registros Labeied e registros
Unlabeled sera feita de acordo com o pardmetro de entrada, que podera
variar conforme ¢é feito pela classe Cotraining, aumentando desta maneira a
velocidade gasta para a geragao de arquivos com diversas combinagées de
dados Labeled e Uniabeled.

Ao final do processo os seguintes arquivos so gerados:

Labeled1.in

Labeled2.in

Untabeled1.in

Unlabeled2.in

TesteUnlabeled1.in

TesteUnlabeled2.in



7.2 Modelo de dados da camada em Microsoft Access

COTRA_MAIN

PK

iD1

CLASS
Dados1
Dados?

COTRA_MAIN_ALIX

PKHM (1D

Dados1
CLASS
Dados2

COTRA_TEST COTRA_LABELED COTRA_UNLABELED
P {ID PK [ID PK [ID
CLASS DADOS1 DADOS1
DADOS1 DADOS2 DADOS2
DADDS2 CLASS CLASS
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8 Weka, Discretizar e arrumar bases de dados

A vasta guantidade de dados disponiveis na internet apresenta uma
limitagdo em relagcdo ao seu uso no sistema de classificagio utilizado pelo
algoritmo do Co-Training implementado neste trabalho. Haja vista que o
cunho deste projeto é realizar testes com bases que se aproximem de forma
coerente da realidade, € de trivial importéncia a utilizagdo de bases reais.
Tais bases sdo geradas a partir de resultados de exames médicos, analises
da populagédo, informagdes de sensores, dentre outros geradores. A
conseqiiéncia imediata deste fato € a continuidade das informagées,
causando um conflito com o algoritmo co-training que apresenta somente um
tratamento para bases de dados com discretizagéo.

Neste projeto sera utilizado um software desenvolvido pela University
of Waikato (Nova Zelandia), que possui diversas funcionalidades para o
tratamento de bases de dados. Dentre as diversos tratamentos de dados
disponiveis, sera usada a implementag&o do método Fayyad & lrani's MDL
para a realizagéo da discretizagdo de componentes continuos na bases de

dados.
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Figura 4- Dados discretizados no Weka

Ha, no entanto, um problema em relacdo a discretizacdo de dados
pelo Weka devido as particularidades da implementacéo em Java. Espera-se
que as bases fornecidas para a criacdo dos classificadores apresentem-se
na forma de inteiros, ou seja, diferente da forma de saida do Weka. Desta
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maneira, & necessario tratar dos arquivos texto de saida das bases de dados
de forma a substituir os intervalos por valores inteiros distintos.

“ spepery

Selected attribute
Name: frilwot Type: Mominal
Missihg: 0 (0%) Distinct: 10 Unigue: 0 (0%)
Lebel Count
'(-inf-1595277 13117
(159527-306769]' 15327
(306769-454011] 3499
(454011-601253) 477
(B0 253-748485]' 102
'(748495-8957 377 20
‘(895737-1042979] 10
'(1042979-1190221]' S
'(1190221-1337463)' 12
'(1337463-inf) 3

Figura 5- Saida fornecida na discretizacio

Por fim, para que a base demonstre-se em perfeitas para a entrada no
banco de dados, deve-se observar que o numero de classes nio pode ser
maior que duas. Dentre as bases utilizados nos testes durante este trabalho,
diversas apresentavam mais que a quantidade permitida de classes. A
maneira mais eficaz para solucionar este empecilho é o agrupamento de
classes, de forma a obter somente duas classes resuitantes. O agrupamento
foi feito de forma légica, observando que a quantidade de registros para as
ciasses e sua compatibifidade l6gica.
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Figura 7- Base de dados ap6s agrupamento
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9 Descricio das bases de dados para testes

Dado que a eficacia do algoritmo gerador de classificadores s6 pode
ser mensurada através da realizagio de testes, submeter-se-a o sistema
desenvolvido & uma bateria de testes sobre diversas bases de dados.
Entende-se que uma base de dados deve atender as seguintes premissas
para que apresente uma classificagéo condizente através do Co-Training:

12 premissa: Cada conjunto de caraclerfsticas é suficiente para
classificacdo. Se dividirmos essa base em duas, com oito atributos para
cada uma, além da classe, € uma suposi¢ao razoavel afirmar que cada base
sozinha é suficiente, se pensarmos que deputados de um mesmo partido
tenderdo a votar de um mesmo modo, independentemente de gue projeto
esta sendo votado.

22 premissa: Os dois conjuntos de caracteristicas de cada instancia
sdo condicionalmente independentes entre si, dada a classe. Novamente, é
razoavel supormos que, dado o partido ao qual o deputado faz parte, o seu
voto para o projeto X independe do voto para o projeto Y, pois ele tendera a
votar de acordo com a recomendagéo do seu partido.

Entretanto, utilizar-se-a bases que atendem as premissas ¢ também
bases que n&o atendem, visando a compreensio do desempenho nos
ambientes mais variados possiveis.

Devido a implementagéo feita para a automatizagéo dos testes, o
processo sera tal que o tempo despendido para esta tarefa sera razoavel.
Para cada uma das bases seréio realizados testes, onde sera variada a
relagdo de instancias Labeled/Unlabeled. Esta variagdo de dados podera
nos dar uma vis&o mais clara da quantidade de dados necessérios para que
0 algoritmo obtenha um resultado satisfatorio.

As bases a serem utilizadas estéio disponiveis na Internet em vasta
quantidade, podendo ser usadas livremente para os testes. Encontram-se no
site da University of California (Irvine) diversas bases utilizadas por outros
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pesquisadores para 0 aprendizado de classificadores
(http:!lwww.ics.uci.edui~mleamiMLRepository.html). No entanto, hd uma
necessidade de adaptacggo de algumas destas bases, para que desta forma
atendam as limitagdes de implementacgo do algoritmo. Neste momento é
valido iembrar as trés limitagdes triviais do algoritmo implementado :

+ Bases devem conter apenas DUAS classes

+ Atributos devem ser discretos

+ Atributos discretos devem ser fimtados a uma quantidade
determinada

Tendo em vista esta limitagbes e observando as bases disponiveis na
internet, conclui-se que sera necessario realizar algumas adaptagées
nestas. Tais adaptacdes visam adequar as bases as limitagbes
apresentadas previamente. Algumas bases deverdo ser discretizadas de
forma racional, para que informagdes ndo sejam perdidas. Outras deverdo
ter seu niimero de classes reduzido Para que possam ser classificadas pelo
algoritmo desenvolvido.

Segue uma breve descricdo das bases que serdo inicialmente

utilizadas no testes.

9.1 Congressional Voting Records

A primeira base escolhida para teste € a chamada "1984 United
States Congressional Voting Records”. Esta base inclui os votos de cada um
dos congressistas americanos de 1984 nos 16 votos-chave identificados
pelo Congressional Quarterly Almanac. O CQA lista nove tipos diferentes de
votos: voted for, paired for, e announced for (estes simplificados para Y para
os lestes), voted against, paired against, ¢ announced against (estes trés
simplificados para N), voted present, voted present to avoid conflict of
interest, e did not vote or otherwise make a position known (estes trés
simpilificados para uma posicao desconhecida).
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Ha 435 registros nessa base, sendo 267 da classe Democrata e 168
da classe Republicano. E composta pelos seguintes atributos (exceto pelo
partido, todos séo projetos de lei, emendas constitucionais, ou decisdes de
carater social ou religioso votados na U.S. House of Representatives no ano
de 1984):

1. Nome do parido: 2 {democrat, republican)
2. Handicapped-infants: 2 (y,n)

3. Water-project-cost-sharing: 2 (y,n)

4. Adoption-of-the-budget-resolution: 2 (y,n)
5. Physician-fee-freeze: 2 (y,n)

6. El-salvador-aid: 2 {y,n}

7. Religious-groups-in-schoois: 2 (y,n}

8. Anti-satellite-test-ban: 2 (y,n)

9. Aid-fo-nicaraguan-gentras: 2 (y,n)

10. Mx-missile: 2 (y,n)

11. Immigration: 2 {y,n)

12. Synfuels-corporation-cutback: 2 {y,n)

13. Education-spending: 2 {y.n)

14. Superfund-right-to-sue: 2 {y,n)

15. Crime: 2 {y,n)

16. Duty-free-exports: 2 (y,n)

17. Export-administration-act-south-africa: 2 (y,n)

E claro que a classificagéo neste caso se da pelo partido a que cada
deputado pertence.

E claro que pode-se pensar que questbes como grupos religiosos nas
escolas, ajuda a criangas invalidas, imigrantes e outras podem depender
muito mais da opinido pessoal do deputado do que propriamente do que o
seu partido recomenda. Neste caso, a base ndo mais satisfaz aos critérios
procurados, mas em Ultima andlise, ainda é uma base vélida pois pelo

menos no plano filoséfico aproxima-se das condicbes ideais.

9.2 Breast Cancer Wisconsin

A base & composta de 699 registros de amostras de células
cancerosas, tal que os atributos sio caracteristicas destas células. As
informagBes encontram-se discretizadas, variando dentre 5 possiveis
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valores. Os atributos variavam originalmente entre 1 e 10, porém devido as
implementagtes do algoritmo, agrupou-se os atributos dois a dois.
Segue uma descrigdo dos atributos encontrados nesta base:

Tipo de tumor: 2 (maligno ou benigno)
Densidade da amosta: 5,4,3,2,1

Uniformidade no tamanho das células: 5,.4,3,2,1
Uniformidade na forma das células: 5,4,3,2,1
Aderéncia marginal: 5,4,3,2,1

Tamanho da célula epitelial simples: 5,4,3,2,1
Nucleos expostos: 5,4,3,2,1

Cromatina branda: 5,4,3,2,1

Nucléolos normais: 5,4,3,2,1

10. Mitoses: 5,4,3,2,1

RN AN

9.3 Analise de imagens

A base representa a composi¢io de pixeis de imagens feitas pelo
Vision Group da University of Massachusetts. As instancias s3o compostas
de diversos atributos dos pixeis que compde a imagem e servem para
realizar a classificagdo de acordo com o tipo de regido da qual este faz
parte. Dentre as possiveis opgoes de classificaggo estdo:

Tijolo
Céu
Folhagem
Cimento
Janela
Caminho

VV V V V V¥V Vv

Grama

Os valores dos afributos desta base s#o disponibilizados de maneira
continua, sendo deste modo necessaria a realizagao de um tratamento para
a realizagdo da discretizagéo dos dados. Os seguintes atributos compde a

base:
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1.region-centroid-col: Coluna do pixe! central da regifio

2.region-centroid-row: Linha do pixel central da regido

3.region-pixel-count: Niimero de pixeis na regiio =9

4.short-ine-density-5: Resultados de um algorifmo para exiragio de uma Jinha que conta quantas linhas
de tamanho 5 {(qualquer orientagiio) com pouco contraste, com ¢inco ou menos, passam pela regiéo

§.short-line-density-2: Mesmo que shorl-line-density-5, porém conta as linhas de alto contraste

6.vedge-mean: Mede o conifrasie de pixeis horizontais adjacentes numa regidio. Existem 6, a médiae o
desvio padréo s8o dados. Este atibuto é usado como um detector de beira.

7.vegde-sd: Desvio padrio do atributo citado em 6

8.hedge-mean: Mede o contraste vertical de pixeis adjacentes. Usado para detecglo de linhas
horizontais.

9.hedge-sd: Desvio padrio do dado citado em 8

10.intensity-mean: Média sobre a regido de (R + G+ BY3

11.rawred-mean: Média de Vermetho na regifio.

12.rawblue-mean: Madia de Azul na regifio

13.rawgreen-mean: Média de Verde na regidio

14.exred-mean: (2R - (G + B))

15.exblue-mean: (2B - (G + R))

16.exgreen-mean: (2G - (R + BY)

17 .value-mean: Transformacio 3D néo linear de RGB

18.saturatoin-mean: Resultado da transformagsio feita em 17

19.hue-mean: Resultado da transformacdo feita em 17

Devido as limitagcbes de implementagéo do algoritmo, sera necessario
realizar o agrupamento de algumas classes, para que a classificagio seja
feita em relagédo a somente dois possiveis valores. Assim sendo, através de
uma analise da quantidade de registros por classe e também de um possivel
agrupamento logico dos mesmos, optou-se por agrupar os dados em duas
classes: céu e outros.

9.4 Renda da populacao

A base foi extraida do Censo Americano, contendo dados gerais
sobre a populagdo. O objetivo desta classificagio sera distinguir pessoas
que possuem renda maior que 50k e pessoas com renda inferior a 50k,
sendo estas as duas classes a serem frabalhadas. A base é composta de
45222 instancias, e seus atributos s3o;

¥ {dade
» Classe de trabatho
¥ Peso da amostra final
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Educagéo
Anos de estudo
Estado civil
Ocupacéo
Relacionamento
Raga

Sexo

Ganho de capital
Perda de capital
Horas de trabalho semanais
Nacionalidade

VVVVV\"VVVVV

9.5 Leitura de sonares

A base é composta de leituras de sonares cujos sinais refletiram em
um cilindro de metal ou em um cilindro de rocha. As instancias sao
compostas de 60 niimeros entre 0.0 e 1.0, de modo que tais valores
representam a energia numa frequéncia particular integrada ao longo do
tempo. Os valores foram obtidos através da variacdo dos angulos de
recepcao.

9.6 Imagens de satélite

Nesta base encontram-se registros de valores multi-espectrais de
pixeis numa regido 3x3 de uma foto de satélite, e a classificagio associada
ao pixel central. Dadas estas caracteristicas dos pixeis, o objetivo € prever o
tipo de solo que se encontra na regido equivalente aguele pixel central. As
possiveis classes sio:

Solo vermelho

Plantagio de algoddo
Solo cinzento

Sole cinzento umido

Solo com vegetagdo
Mistura de solos

Solo cinzento muito Gmido

¥YY ¥ VY v vy vy
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9.7 Doencas Epiteliais

Esta base de dados contém 34 atributos, dos quais 33 s3o lineares e
um deles & nominal.

Os diferentes diagnésticos de doencas erythemato-squamous & um
grande problemas encontrado na dermatologia. Todas estas doencas
compartilham sintomas e tem poucas diferengas entre si. Normalmente uma
biopsia é necesséria para diagnosticar estas doengas, porém infelizmente
muitas vezes os resultados destes testes sdo muito semelhantes. Outro
ponto de dificuldade para este tipo de diagnostico € o fato de algumas
destas doencgas apresentarem os sintomas das outras nos estagios iniciais e
podem continuar apresentando este tipo de problema nos proximos estagios.

Psoriasis 112 registros

seboreic dermatitis 61 registros
lichen planus 72 registros
pityriasis rosea 49 registros
cronic dermatitis 52 registros
pityriasis rubra pilaris 20 registros

AR NN N NN

Nesta base os pacientes foram primeiramente avaliados clinicamente
com 12 features, e depois realizou-se a biopsia com a verificagio de 22
features histol6gicos.

Os dados desta base possuem as seguintes caracteristicas, de
acordo com sua categoria. Para os parimetros que indicam histérico
famiiiar, tem valor 1 se alguma destas doencas ja foi observada na familia e
0 no caso contraric. Na idade utilizou-se um parametro continuo. Para os
outros features, temos um range de 0 a 3, de tal maneira que 0 indica a
completa auséncia, e 1-3 indica o nivel de presenca.

erythema: 0,1,2,3.

scaling: 0,1,2,3.

definite_borders: 0,1,2,3,

itching: 0,1,2,3.

koebner phenomenon: 0,1,2,3,
polygonal_papules: 0,1,2,3,
follicular_papules: 0,1,2,3.
ral_mucosal involvement: 0,1,23.
knee_and_elbow_involvement: 0,1,2,3,
scalp_involvement: 0,1,2,3,
famnily_history: 0,1.

MO AW
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12, melanin_incontinence: 0,1,2,3.

13.  cosinophils in_the_infiltrate: 0,1,2,3.

14. PNL_infiltrate: 0,1,2,3.

15, fibrosis_of the papillary_dermis: 0,12,3.

16. exocytosis: 0,1,2,3.

17.  acanthosis: 0,1,2,3.

18. hyperkeratosis: 0,1,2,3,

19. pamakeratosis: 0,1,2,3.

20. clubbing of the_rete ridges: 0,1,2,3.

21. elongation_of the rete ridges: 0,1,2.3.

22, thinning_of the suprapapillary epidermis; 0,1,2,3.
23. spongiform_pustule: 0,1,2,3.

24. munro_microabeess: 0,1,2,3.

25, focal_hypergranulosis; 0,1,2,3.

26. disappearance_of the granular_layer: 0,1,2,3.
27.  vacuolisation_and _damage of basal layer; 0,1,2,3.
28. spongiosis: 0,1,2,3.

29.  saw-tooth_appearance_of retes: 0,1,2,3.

30. follicular_horn_plug: 0,1,2,3.

31. perfoliicular_parakeratosis: 0,1,2,3.

32, inflammatory_monoluclear inflitrate: 0,123
33. band-like_infiltrate: 0,1,2,3.

34, Age:continuous.

9.8 Tabuleiro de Xadrez — kr vs kp a7

Nesta base de dados encontram-se os dados de um tabuleiro de
xadrez, onde se tem como objetivo classificar o tabuleiro guanto ao fim do
jogo. Temos neste jogo uma situagdo definida por um rei e um pedo contra
um rei e uma torre. A posicio destas pecas é tal que o pedo esta a uma
posigéo para se tornar uma rainha e a vez & do lado rei e torre (branco).

A base possui 36 atributos representando cada um uma posicéo do
tabuleiro de xadrez. A classificacdo sera quanto a vitoria do branco ou sua
impossibilidade de ganhar.

9.9 Avaliacdo de Carros

Dentre as diversas aplicagdes praticas do uso de classificadores, pode-
se destacar a possibilidade da utilizagao de classificadores como tomadores
de decis&o. Visando realizar um estudo sobre a efetividade do co-fraining
como tomador de decisdo, optou-se pelo uso da base na qual se trata da
decisdo de compra de um automével,

Originalmente o grupo de possiveis classes era formado por quatro
componentes, porém para atender as limitagbes do aigoritmo foi necessario
a redugéo para duas classes. Dentre os diversos agrupamentos possiveis,
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admitiu-se que o mais logicamente correto seria agrupar os registros em
carros aceitaveis e carros néo aceitaveis. Deste modo as qualificagdes ac,
good e vgood enquadraram-se como aceitaveis e os registros unacc ficaram
com a classe nio aceitaveis.

Os parametros para esta base de dados sao:

buying: vhigh, high, med, low.
maint:  vhigh, high, med, low.
doors: 2, 3, 4, Smore.
persons: 2, 4, more,
lug_boot: small, med, big.

AU N N N N

safety: low, med, high.
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10 Testes e Resultados

Os testes devem ser realizados de forma a comprovar a eficacia da
implementagéo do Co-Training desenvolvida ao longo deste trabalho. Desta
forma submeter-se-& as diversas bases de dados apresentadas a uma
bateria de testes, onde serdo variados os parametros de entrada do
algoritmo. Como parametros de entrada do algoritmo deve-se entender a
relacio entre 0 numero de instancias Labeled e Unlabeied. Tal variacgo sera
feita pela classe implementada, responsavel pela preparacéo das bases de
dados. No entanto os percentuais de dados Labeled em relacdo aos
Unlabeled devera ser fornecido ao programa, que por sua vez gerara os
resultados.

Para que se possa analisar o coeficiente de acerto do classificador
gerado pelo Co-Training, serao gerados classificadores auxiliares que serdo
usados como padroes de comparacao. Observa-se no entanto que as bases
devem atender as premissas do algoritmo Co-Training, j& apresentadas no
inicio deste documento.

Analisar-se-a os resultados de acordo com as premissas, verificando-
se desta maneira se estes condizem com o esperado. Visando uma melhor
compreensao de cada uma das bases, serd feita uma analise individual dos
resultados obtidos.

Visando uma melhor compreenséo dos resultados, estes serdo
apresentados na forma de uma tabela. Desta forma, serd facilitada a
comparagéo entre diversas bases.

A tabela de comparacio & composta por oito campos, sendo:
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Classificador 1 converge
o Analisa a convergéncia do classificador 1, ou seja, verifica-se se o
erro tendera a ser menor com o aumento da quantidade de arquivos
Labeled
Classificador 2 converge
o ldem ao feito para o classificador 1
Classificador Combinado converge
o Idem ao feito para o classificador 1
Classificador Combinado apresenta erro menor que classificadores C1 e C2
o Verifica-se a precisdc do classificador combinado, tendo em vista
que teoricamente ele deverd apresentar um erro menor que cada
um dos classificadores C1e C2
Desempenho do classificador combinado é methor que EM para %Labeled
<5%
o O desempenho do classificador combinado é comparado com ©
desempenho do EM para uma quantidade de registros Labeled <
5%
Desempenho do classificador combinado é melhor que EM e NB
o Compara-se o classificador final do co-training (combinado) com os
demais classificadores de referencia
Base atende a premissa da auto-suficiéncia
o Analise da base de dados quanto & adequacsio ao principio de que
cada uma das divisbes da base deve ser suficiente por si 86 para a
realizagdio de uma classificacéio eficiente
Base atende & premissa da independéncia
o Analise da base de dados quanto 3 adequacdo ao principio de que
cada uma das divisdes da base & independente da outra.
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10.1Imagens de satélite

Teste de classificadores Para Imagens de Satelite
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Figura 8- Teste de classificadores para Imagens de Satélite

Imagens de satélite

Classificador 1 converge [Sim
Classificador 2 converge Sim
Classificador Combinado converge Sim
Classificador Combinado a Tesenta ermo menor que classificadores G o c2 Sim
Deseimpenho do classificador combinado & melhor que EM para %Labeled < 5% Sim
Desempenho do classificador combinado ¢ melhor que EM e NB Nio
Base atende 3 premissa gz auto-suficiéncia Sim

ase atende 3 premissa dg independencia |N§o
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10.2 Leituras de Sonar

Taste de classificadores para Leiteras ds Sonar
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Figura 9- Teste de classificadores para Leituras de Sonar

Leituras de Sonar
Classificador 1 converge [&0
Classificador 2 converge Nio
Classificador Combinado converge Nao
Classificador Combinado apresenta erro mener que ciassificadores C1 e C2 Néo
Desempenho do dassificador combinado é melhor que EM para %Labeled < 5% Néo
Desempenho do classificador combinado & melhor que EM e NB MNao
Base alende & premissa da aute-suficiéncia Sim
Base atende @ premissa da independendia Nic




10.3Renda de adultos americanos

Teste deo classificadores para Renda de adultos americanos
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Figura 10- Teste de classificadores para Renda de adultos americanos
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Renda de adultos

Classificador 1 converge Sim
Classificador 2 converge Sim
Classificader Combinado converge Sim
Classificador Combinado apresenta eiro menor que classificadores C1 e G2 Sim
Desempenho do classificador combinado € melhor que EM para %kabeled < 5% Néo
Desempenho do classificador combinado & melhor que EM e NB Néo
Base atende 4 premissa da auto-suficiéncia Sim

ase atende a prermissa da independencia Stm
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10.4Votos de congressistas americanos

Teste de classificadores para partidos de congressistas americanos
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Figura 11- Teste de classificadores para partidos de congressistas americanos

Votos dos cor 19 i americanos
Classificador 1 converge Sim
Classificador 2 converge N&o
Classificador Combinado converge Sim
Classificador Combinado apresenta ero menor que classificadores G1 6 G2 Sim
Desempenho do classificador combinado é melhor que EM para %Labeled < 5% Sim
Desempenho do classificader combinado & melhor gue EM e NE Sim
iﬁase atende & premissa da auto-suficiéncia Sim

|Base atende & premissa da Independendia |Nsn
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10.5Resultados de exames de cancer de mama

Teste de classificadores para os resultados de exame de cancer de mama
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Figura 12- Teste de classificadores para os resultados de exame de cincer de mama

Resulados de exame de cancer de mama
Classificador 1 converge Sim
Classificader 2 converge Sim
Classificador Combinado converge Sim
Classificador Combinado apresenta ermo menor que classificadores C1 e G2 Sim
|Besempenho do classificador combinado & melhor que EM para %Labeled < 5% Sim
Desempenho do classificador combinado & melhor que EM e NB Nao
Base atende & premissa da auto-suficiéncia Sim
{Base atende a premissa da independenda Sim
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10.6 Resultados de exames de doengas epiteliais

Teste de classificadores para exames de doengas epiteliais
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Figura 13- Teste de classificadores para exames de doengas epiteliais

Exames de doencas epiteliais

Classificador 1 converge Sim
Classificador 2 converge Sim
Classificador Combinado converge Sim
Classificador Combinado apresenta erro menor que classificadores G1 e G2 Nao
Desampenho do classificador combinado € melhor que £EM para %l.abeled < 5% Nao
Desempenho do classificador combinado & melhor gue EM e NB Sim
Base atende a premissa da auto-suficiéncia Sim

ase alende a premissa da independencia Sim
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10.7 Tomada de decisdo para compra de um carro

Teste de classificadores para tomada de decisio sm relag3o a compra de carro
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Figura 14- Teste de classificadores para tomada de decis#o em relaciio A compra de carro

Tomada de decisao para compra de cano

Classificador 1 converge {N#io
Classificador 2 conveige Sim
Classificador Combinado converge Sim
Classificador Combinado apresenta erro menor que classificadores C1 & C2 N&o
Desempenho do classificador combinado & melhor que EM para %Labeled < 5% Nio
Desempenho do classificador combinado € methor gue EM & NB Néo
Base atende & premissa da auto-suficiéncia Nao
[Base atende a premissa da. independencia Sim
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10.8Imagens
Teste de classificadores para classificaglo de imagens
0.4
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Figura 15- Teste de classificadores para classificaciio de imagens

Imagens

Classificador 1 converge P R N&o
Classificador 2 converge Néo
Classificador Combinado converge N&o
Classificador Combinado apresemta erre mener que classificadores C1 e C2 Nao
Desempenhe do classificador combinado & melhor que EM para %Labeled < 5% Sim
Desempenho do classificador combinado & melhor que EM ¢ NB Nao
Base atende & premissa da auto-suficiencia Néo

ase atende 8 premissa da independencia ]
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10.9Partida de Xadrez kr x kp (a7)

Testo de classificadores para resultados de uma partida de Xadrez (kr x kp)
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Figura 16- Teste de classificadores para resultados de uma partida de Xadrez (kr x kp)

Xadrez
Classificador 1 converge Sim
Classificador 2 converge Sim
Classificador Combinado converge Sim

Classificador Combinado apresenta ermo menor que classificadores C1 e C2 Sim
Desermpenho do classificador combinadd & melhor que EM para %Labeled < 5% Sim
Desempenho do classificador combinado & melhor que EM & NB Nao
Base atende 4 premissa da auto-suficiéncia Néo
Base atende & premissa da independencia Sim
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11 Casos praticos de utilizagdo de classificadores

automaticos

O algoritmo de classificagdo conhecido como Co-Training pode ser
eficaz para alguns tipos de classificagbes. Dentre tais tipos, destaca-se por
exemplo a classificagéo de Web Pages através de seu contetdo e seus
Hiperlinks (que apontam para ele), de modo que seus dois classificadores
serdo baseados nestas informagbes respectivamente. O problema da
classificacdo de Web Pages € um problema atual e de demasiada
importancia para a grande maioria das pessoas que utiliza a Web como
fonte de informagédo para pesquisas. Alguns experimentos demonstram um
resultado satisfatorio para este tipo de classificagdo de Web Pages.

Outra interessante aplicago seria 0 uso em robds que possuem as
seguintes fontes de dados para realizar uma classificacdo que auxiliara na
tomada de deciséo: visdo , sonar e laser range.Considere o problema de
distinguir se uma passagem esta livre ou nio para a passagem do robd, a
quantidade de dados n&o classificados (Unlabeled) é infinitamente grande,
enquanto a quantidade de passagens livres é bastante limitada. Poder-se-ia
facilmente treinar um classificador para classificar passagens como livres ou
n&o, utilizando para tal o Co-Training.

Atualmente, temos um grande foco na aplicagbes que utilizam o
algoritmo co-training para a distingio entre e-mails desejados e e-mails
indesejados (Spam). Entende-se que o algoritmo apresente uma
performance excelente para este tipo de dado, pois ele atende
rigorosamente as premissas do co-training. Para tal, analisamos que a
divisao Assunto e corpo do e-mail é aquele mais I6gico, de forma que ambas
as informagbes sdo por si s suficientes para a classificacdo do Spam e
também podem ser consideradas razoavelmente independentes.
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12 Conclusdes Finais

Neste trabaltho apresentou-se o contexto atual da Classificacso,
alguns algoritmos utilizados como Naive Bayes e EM e o algoritmo de
aprendizado semi-supervisionado Co-Training, sua implementagdo e
resultados obtidos apos testes.

O aigoritmo Co-Training necessita de um pequeno conjunto de dados
rotulados e um conjunto maior de dados ndo rotulados para a sua execucio.
Os dois conjuntos de dados devem estar representados por duas descrigdes
diferentes desse dados. Com as duas descrigbes iniciais do pequenoc
conjunto de exemplos rotulades, Co-Training induz dois classificadores que
sao utlizados para rotular uns poucos exemplos de sua respectiva
descricdo. Apds, os exemplos correspondentes que foram rotulados com
maior certeza por cada um desses classificadores sédo adicionados ao
conjunto de exemplos rotulados e o0 processo se repete até ndo ser mais
possivel rotular mais exemplos ou outro de critério de parada ser atingido.

O algoritmo foi avaliade considerando a precisdo dos classificadores
induzidos efou o classificador combinado. Ponderou-se também a precisao
dos classificadores parciais e combinado do co-training com os
classificadores NB e EM.

Nesta etapa final da analise dos resultados, consolidou-se todas as
bases analisadas em um grafico consolidado. Para tal, foi feita a média
aritmetica dos erros para cada uma das combinagdes base de dados e
porcentagem Labeled. Diante dos resuitados obtidos, optou-se por
apresenta-los de uma maneira grafica que facilitasse a interpretacéo. Assim
sendo, foram tragadas linhas de tendéncia para cada um dos classificadores.
Os resultados sao apresentados a sequir.
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Consolidacio dos resultados (Todas as bases consideradas)
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Figura 17- Consolidagiio dos resultados (Todas as bases testadas)

Observando o gréfico resultando, pode-se tracar algumas conclusdes
iniciais sobre o desempenho do algoritmo co-fraining de maneira geral.
Primeiramente, observamos que o desempenho do classificador combinado
€ superior ao desempenho de cada um dos classificadores parciais.
Entretanto, o Co-Training ndo supera o desempenho obtido pelo algoritmo
EM para nenhuma combinaco de dados Labeled e Unlabeled. O
desempenho ¢ insatisfatério quando comparado ao obtido pelo classificador
NB, porém sabemos que o custo para a oblencdo da quantidade de registros
Labeled requerida pelo NB é consideravelmente alto.

Contemplando o resultado anterior, pode-se pensar em uma andlise
de dados mais detalhada. Sabemos que algumas bases utilizadas para a
geracao do gréafico anterior ndo estdio completamente adequadas as
premissas do algoritmo Co-Training. Desta forma, tais bases poderiam afetar
o resultado obtido. Assim sendo, apés observar a analise feita
individuaimente para cada uma das bases, concluiu-se que seria
interessante remover algumas delas do resultado final. Haja vista que estas
claramente ndo atendem &s premissas do co-training e seus resultados
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individuais n&o estiveram de acordo com o esperado, remover-se-a as
mesmas da verséo final do grafico consolidado. Espera-se que desta
maneira um resuitado mais fidedigno possa ser observado.

Analisando-se criteriosamente as bases testadas, chegou 3 conclusao
que as seguintes bases poderiam induzir o resultado e portanto deveria ser
excluidas do resuitado final:

v Leitura de Sonar
Sabe-se que a base de leituras de sonar apresenta os
dados de energia para determinadas freqiiéncias. Diante de tal
fato, podemos concluir que esta base néo atende ao critério de
auto-suficiéncia, pois é possivel que somente as frequéncias
medidas em um dos agrupamentos de dados responda pela
correta classificagdo quanto a concius@o sobre ser uma mina
ou uma rocha.
v Carros
Observa-se que claramente a opgéo por decidir sobre a
compra ou nao do carro depende dos parametros utilizados
pelo classificador 2. Desta forma, conclui-se que a
incapacidade de classificar a base apresentada pelo
classificador 1 poderia induzir & uma classificagio errénea.
¥" Imagens
Observando a divisdo dos dados, temos que todas as
informagGes referentes as cores encontram-se no segundo
agrupamento de dados. Desta maneira, conciuimos que é
impossivel realizar a classificacdo utilizando somente o
primeiro agrupamento de dados, haja vista que para a correta
entre uma imagem do céu e outras imagens é devéras trivial a
informagé&o sobre a cor.
v Xadrez
Entende-se que para que seja tomada uma decisdo
correta em refagdo & vitéria da equipe branca € necessario
analisar o tabuleiro de xadrez como um todo. Se dividirmos o
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tabuleirc de xadrez em duas partes e analisarmos cada uma
destas individualmente, teremos para o jogo definido nesta
base dados insuficientes dados para a classificagdo a ser feita
por um dos classificadores individuais. Tal indefinicdo se dara
pelo fato da existéncia de somente quatro pegas no jogo,
sendo que para que a realizagéo de uma correta classificacao
temos que ter pleno conhecimento da posigdo de todas elas,
para que assim se possa induzir com uma confianga razodvel o
resultado da partida.

Dados os fatos acima mencionados, reconstruiu-se a tabela com a
média dos erros x percentuais Labeled, de forma a obter um resultado mais
fidedigno. Apés a fillragem das bases, obteve-se um segundo resultado
conclusivo. Tal resultado apresentou uma importante diferenca em relagao
ao primeiro, que sera explicada a sequir.

Primeiramente observamos que o classificador combinado apresenta
um desempenho melhor que cada um dos classificadores do co-training
individuaimente, estando desta maneira de acordo com o esperado. Diante
da observagdo dos resultados para percentuais de Labeled inferiores a 5%,
temos que o desempenho do Co-Training é melhor que o apresentado pelo
EM. Conclui-se desta maneira que diante de bases que atendem
rigorosamente os pré-requisitos do co-training, este apresentara um
desempenho melhor que o algoritmo EM para pegquenocs percentuais de
dados Labeled.
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Consolidac¢io dos resultados (Bases que destoaram do padriic foram removidas)

04

\ Cotraining apresenta mefhores
A\ | resultados que EM

=]
[
(=]

NB
|=—Classificador Combinado
Classificador C2
= Classificador C1
— Classificador EM
e — ——Classificador NB

02 |

Percentual de Erro

0,056 ¢

o+ ; - P - s

1 2 L3 10 15 25 40 50 60 80
Parcentual Laheled

Figura 18- Conselidaciio des resultados (Somente bases que previamente atenderam aos pré-
requisitos

Entretanto, também considera-se que o uso de Co-Training, ou
qualquer outro algoritmo de aprendizado semi-supervisionado, que tém
como principal objetivo rotular quando ha poucos exemplos rotulados
disponiveis, deve ser usado com precaugio. O motivo principal € que esses
algoritmos podem rotular erroneamente aiguns exemplos; como esse
exemplos sao incorporados ao conjunto de exemplos rotulados e o processo
e repetido, esses efros serdo propagados nas proximas iteragbes do
algoritmo o qual rotulard com aita probabilidade, mais exemplos errados.
Dessa maneira, o classificador resultante ser4 induzido observando
exemplos que descrevem erroneamente instancias do conceito a ser
aprendido.
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14 Anexol - Fontes

14.1Coftraining

f*‘

* Main class for learning classifiers

¥ for the labeled-unlabeled data problem.
* Author: Alan Glezer

*

import lutil.*;

import nan.*;

import preCotraining.*;
/fimport tan. *;

import BayesianNetworks, *;

import java.io.*;
import java.util. ¥;

public class Co¥raining {

static File unlabeledDataFile] ;
static BufferedReader unlabeledReader;
static File unlabeledDataFile2;
static BufferedReader unlabeledReader?;

public static void main(String args{]) {

System.out.println{"n/**** CoTraining ****/");
System.out.printIn{"\tf Program to learn a CoTraining classifier");
/System.out.printin("\t// Accepts only categorical data");

if (args.length < 1) {
System.out.print("\t Usage: java NB <parameter filename>");
System.exit{();

Vector pars =null,

fry {
pars = read Parameters(args{0]);

H

catch (IOException e) {
System.out.printin{"Problem in reading parameterst*);
System.exit(-1);

String trainingFilename ~ getPar("Training:", pars);

if (trziningFilename == null) {
System. out.printin{*\t Insert filename with training data");
System.exit(-1);

String CoTrainingDL1 = getPar "CoTrainingLabeledDatal ", pars);
String CoTrainingDL.2 = getPar("CoTraininglabeledData2:", pars);
String CoTrainingDU1 = getPar(“CoTrainingUniabeledDatai :*, pars);
String CoTrainingDU2 = getPar("CoTrainingUnlabeledData2:", pars);

String typeClassifier = getPar("Type:" , pars);
int numberfterations = getlnt{"MaxIterations:™, pars, 1);

double likelihoodChange = getDouble{"MinLikelihood:", pars, 0.00001),

String testFilenamel = getPar{"Test1:", pars);
String testFilename2 = getPar(*Test2:", pars);
String startingPointFilename = getPar("StartingPoint:", pars);

boolean useOnlyStartingStructure getBoolean("OnlyStartingStructure:”, pars, false);
boolean discardUniabeledData = getBoolean(*DiscardUnlabeledData: ", pars, false);
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booiean removeZerosFromStartingPoint = getBoolean("RemoveZerosFromStartingPoint:", pars, false);

String outFilenamel = getPar("Output] ", pars);
String outFilename2 = getPar{"Cutput2:", pars);
String outFilenameComb = getPan("OuiputComb:", pars);

int iContQtdLabeled = 10;

while (iContQrdLabeled > 0)¢

strNomedaBase )));

strNornedaBase )));

striNomedaBase )));

String strNomedaBase = “.satimages1211Inb™;
int iPercLabeled = §;

if (iContQtdLabeled == 10) iPercLabeled == 1 ;
if (iContQudLabeled == 9) iPercLabeled = 2 ;

if (\ContQtdLabeled — B8) iPercLabeled = 5 ;

if (iContQtdLabeled — 7) iPercLabeled = 10 ;
if (iConiQtdLabeled — 6) iPercLabeled = 15 ;
if (iContQtdLabeled = 5) iPercLabeled = 25 ;
if (iContQidLabeled — 4) iPercLabeied = 40 ;
if (iContQtdLabeled — 3) iPercLabeled = 50 ;
if (iContQtdLabeled — 2) iPercLabeled = 60 ©
if (iContQtdLabeled == 1) iPercLabeled = 80 ;

iContQtdLabeled—;

preCotraining preCotra = new preCotraining();
preCotra. preparaArquivos(iPercLabeled);

PrintStream outl = nuil;
try {
if (outFilenamel = null) {
outl = new PrintStream(new FileQutputStream{new File{ outFilenamel + iPercLabeled +

H
else

outl = new PrintStream(System.out);

}
catch (IOException e) {
System.out.printin(™\t Problem opening output file 1.");

PrintStream out2? = null,
oy {
if (outFilename2 = null) {
out2 = new PrintStream(new FileOutputStream{new File( outFilename2 + iPercLabeled +

}
else
out2 = new PrintStream(System.out);

}
catch (TOException e) {

System.out.printIn(™\t Problem opening output file 2.");
}

PrintStream outComb = null;
try {
if (outFilenameComb I~ null) {
outComb = new PrintStream{new FiteOutputStream(new File( outFilenameComb + iPercLabeled +

}

else
outCornb = new PrintStream(Systen.out);

}
catch (IOException e) {

System.out printin{™\t Problem opening Combined output file.");
H

InputStream startingPointStream = pull;
try {
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J*

i

if (stantingPointFilename != null) {

}
b
catch {IOException ¢) {

System.out. println("\t Problem opening starting point network,");
)

BayesNet startingPointNetwork = null;

startingPointStream — new FileInputStream(new File(startingPointFilename));

try {
if (startingPointStream '= null) {
startingPointNetwork =~ new BayesNet(startingPointStream);
outl.printin{"\n//Starting point:");
startingPointNetwork. print{out] };
}
}
catch (Exception e) {
System.out.println("t Problem reading starting point network,");

System.out.printin{"\n//Parameters: \n//Training filename: " +
trainingFilename + "\0//CoTrainingLabeledDatal: * +
CoTrainingDL1 + “\w//CoTraininglabeledDatal; ™ +
CoTrainingDI1.2 + "\n//CoTrainingUnlabeledData2: * +
CoTrainingDU1 + "w//CoTrainingUnlabeledDatal ;: " +
CoTrainingDU2 + "w//Maximum number of iterations: * +
numberdterations + “\n/Minimum likelihood change: " +
likelihoodChange + "wn//Output filename: " +
cutFilename] + "n//Test filename: " +
testFilename] + ™w//Starting point filename; " +
startingPointFilename +
"\wn/fUse only starting point structure? " +
useOnlyStartingStructure + "n\n");

if (trainingFilename. startsWith("#™)) {
String trainingInfo = trainingFilename.substring(1);
int labeledPoints[] = new int[] { 30, 300, 3000 };
int unlabeledPoints{] = new int{] { 0, 30, 300, 3000, 30000 };
inti,j, k;
for (i-0; i<labeledPoinis length; i++) {
for (770; j<unlabeledPoints. length; j4+) {
for (k=1; k<=10; k++) {
trainingFilename =
trainingInfo + "L" + IabeledPointsfi] -+
"U" + unlabeledPoints[j] + "Trial" + k + ".in";
Out.prmﬂn(".”’ FFREREEFFNFFFRREREERFTREE R EERNR R RN “);
out. printin("// Processing * + trainingFilename);
System.out, println("// Processing " + trainingFilename);
runClassifier{typeClassifier,
startingPointNetwork, nseOnlyStartingStructure,
trainingFilename, discardUnlabeledData,
numberlterations, likelihoodChange,
removeZerosFromStartingPoint,
testFilename, out);

H
}
else {
QUL PTIntI("// +EFARELEEXELTRRBIXELERLLR RS R RRNR "
out.println("// Processing " + trainingFilename);
System.cut.println("// Processing " + trziningFilename);
runClassifiedtypeClassifier,
startingPointNetwork, useOniyStartingStructure,
trainingFilename, discardUnlabeledData,
numberiterations, likelihoodChange,
removeZerosFromStartingPoint,
testFilerame, out);

}

outclose();
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BayesNet classificador] = new BayesNet(),
BayesNet classificador2 = new BayesNet(});

trainingFilename = CoTrainingDL1;

out l pn'm[n(ﬂn‘ FEEEEFRRELERRFNRNNRER R TE L kRS Ek ");
out] . println("/# Processing " + trainingFilename);
System.out println("/f Processing " + tramingFilename),
classificador]l = nnClassiffer(typeClassifier,
startingPointNetwork, useOnlyStartingStructure,
trainingFilename, discardUnlabeledData,
numberlterations, likelihoodChange,
removeZerosFromStartingPoint,
null, null),

trainingFilename =~ CoTrainingDL2;

outzpn'ntm("”‘ FEFEFRRERERRFEXRYKIERF R KX EXEREE "‘);
out2 println("/ Processing " + trainingFilename);
System.out printin("// Processing " + trainingFilename),
classificador2 = ninCiassifier(typeClassifier,
startingPointNetwork, nseQOnly StartingStructure,
trainingFilename, discardUnlabeledDats,
numberlterations, likelihoodChange,
removeZerosFromStartingPoint,
nuil, null);

ReadIn unlabetedDataFilel = new ReadIn{CoTrainingDU1);
Readin uniabeledDataFile2 = new ReadIn(CoTrainingDt2);

int registroMaisProvavell[],
int registroMaisProvavel2[];
int contador = 0

while(unlabeledDataFile 1. hasNextRecord() = true && uniabeledDataFile2 hasNextRecord(} - true)
{

contador+;

System.out_println{contador);

if{contador == 107)
System.out. printin(“contador = " + contador);

unlabeledDataFilel.close();
unlabeledDataFile2 close();

unlabeledDataFile! = new Readln{CoTrainingDU1);
registroMaisProvavell = TesteCoTraining test(unlabeledDataFilel, classificador]);
unlabeledDataFitel .close();

iffregistroMaisProvavell != nulil)
EditaAmuives(registroMaisProvavell, CoTrainingDL1, CoTrainingDL2, CoTrainingDU1,
CoTrainingDU2);

unlabeledDataFile2 = new ReadIn{CoTrainingDU2};
registrobaisProvavel2 = TesteCoTraining. test(unlabeledDataFile2, classificador2);
unlabeledDataFile2.closa();

if{registroMaisProvavel2 |- null)
EditaArquivos(registroMaisProvavel2, CoTrainingDL1, CoTrainingDL2, CoTrainingDU1,
CoTrainingDU2);

unlabeledDataFile] = new ReadIn{CoTrainingDU1);
unlabeledDataFile? = new Readln{CoTrainingDU2);

trainingFilename = CoTrainingDL1;
classificador! = runClassifier(typeClassifier,
startingPointNetwork,
useOnlyStartingStiucture,
training¥Filename,
discardUnlabeledData,
numberlterations, likelihoodChange,
removeZerosFromStartingPoint,
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null, nulf);
trainingFilename = CoTrainingDL2;
classificador2 = rmClassifier{typeClassifier,
startingPointNetwork,
useOnlyStartingStructure,
trainingFilename,
discardUnlabeledData,
numberlterations, likelihoodChange,
retnoveZerosFromStartingPoint,
nuil, null);
)
unlabeledDataFilel.close();
unlabeledDataFile2 close();
/{Redes bayesianas finais, que si; 20 gravadas nos arquivos de sai; Yda
trainingFilename = CoTrainingDL1;
classificador] = mnClassifier(typeClassifier,
startingPointNetwork, useOnlyStartingStructure,
trainingFilename, discardUnlabeledData,
numberlterations, likeliheodChange,
removeZerosFromStartingPoint,
testFilenamel, outl);
trainingFilename = CoTrainingDL2;
classificador2 = runClassifier{typeClassifier,
startingPointNetwork, useOnlyStartingStructure,
trainingFilename, discardUnlabeledData,
numberlterations, likelihcodChange,
removeZerosFromStartingPoint,
testFilename2, out2);
NAN.combined Test{testFilenamel,
testFilename2,
classificador],
classificador2,
outComb);
System.out. printin("Acabou para " + iPercLabeled + "% de labeled"y;
H
}
private static boolean EditaA rquives( int[] posicoes,
String CoTrainingDLI,
String CoTrainingDL2,
String CoTrainingDU1,
String CoTrainingDU2){
boelean flag = true;
Readln readDU1;
Readln readDU2;

{/Adiciona linhas nos arquivos labeled

try {
File dateFile]l = new File(CoTrainingDL1);
PrintWriter prtWriterl ~ new PrintWriter(new Buffered Writer(new FileWriter(dataFilel, true)));
File dataFile2 = new File(CoTrainingDL2);
PrintWriter priWriter2 - new PrintfWriter(new BufferedWriter(new FileWriter{dataFile2, true)));

inf classe, aux;
for (classe = 0; classe < posicoes. length; classe++) {
im{] registrol = {}, registro2 = {};

readDU)1 = new ReadIn(CoTrainingDU1);
readDU2 = new ReadIn(CoTrainingDU2);

for (aux = 0; aux <= posicoes[classe]; aux++){
registrol = readDU1.readNextRecord();
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1

#

registro2 = readDU2. readNextRecord();

H

String strRegistrol = intArraytoString(registrol );
String sttRegistro2 = intAmmaytoString(registro2);

strRegistro] = atribuiClassePrevista(strRegistrol, classe);
strRegistro2 = atribuiClassePrevista(sirRegistro2, classe);

priwriter] write("\n" + strRegistrol);
priWriter2 write("\n" + strRegistro2);

readDU1 close();
readDU2 close();
}
prtWriterl.close();
priWriter2 close();
}
caich (IOException ¢) {

1

System.out println("Exception when opening write file" + ¢);
System.exit(-1);

/fRemove linhas dos arquivos unlabeled
reedDU1 = new Readin(CoTrainingDU1Y;
readDU2 = new Read!n{CoTrainingDU2);

try {

,’*

File dataFileT = new File(CoTrainingDU1);
File datsFile2 == new File(CoTrainingDU2);
boolean datal = dataFite1.delete();

boolean data2 ~ dataFile2.delete();

datatilel = new File(CoTrainingDU1);

PrintWriter priWriter! = new PrintWriter(new BufferedWriter(new FileWriter(dataFile1, true)));
dataFile2 = new File{CoTrainingDU2),

PrintWriter prtWriter2 = new PrintWriter{new BufferedWriter(new FileWriter(dataFile2, true)));
Lif

File writeFilel = File.createTempFile("tempi”, "in”, new Fil "./testing/™));

File writeFile2 = File.createTempFile("temp2”, *in", new Fi le(" ftesting/™));

PrintWriter prtWriter] = new PrintWriter(new Buffered Writer(new FileWriter{writeFilel, true)));
PrintWriter prtWriter2 = new PrintWriter(new Buffered Writer(new FileWriter{writeFile2, true)));

escreve primeira linha do cabei} Ycatho no arquivo U
for(int i = 0.; i_< readDU . getNames() length; i++){

) priWriter]l write(readDU1.getNames()[i]);

eise priWriterl. write("," + readDU1.getNamesQ[i]);
l}JnWrilerl Jwrite(Mn");

esoreve primeita linha do cabei;, Y%calho no arquivo U2
for(int i = 0; i < readDU2. getNames().Jength; i++){
if{i == 0)
prtWriter2 write(read DU2. getNames([i]);
else
prtWriter2.write("," + readDU2. getNames{){i]);

}
priWrites2. write("\n");

escreve segunda linha do cabei; Ycalho no arquivo U1
for{ini=10;i< readDU1. getNumberOfValues(). length; i++}{
iffi ==0)
prtWriter! .write{new Integer(readDU1 .getNumberOfValuesQ[i]).toString());
else
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prtWriter]l write("," + new Integer(read DU 1. getNumberOfValues(fi]).toString(}):

}

preWriter] .write{"n'\n"};

escreve segurnida linhe do cabel; Ycalho no arquivo 12

for(int i = 0; i < readDU2. getNumberOfValues().length; i++){
ifi = 0)

else

priWriter2.write(new Integer(readDUZ. getNumberOf Vatues()[i]).toString());

prtWriter2 write("," + new Integer(readDU2. getNumberOf Values()[i]).teString());

}
prtWrites2 write("\n\n");

for{int pos = 0; read DU 1. hasNextRecord(} && readDU2 hasNextRecord(); pos++)§

boolean isDeleted — false;
intf] recordl, record2;

for(int i = 0; i < posicoes.Iength; i++){
if{posicoes(i] = pos)
isDeleted = true;
}

record] = readDU1. readNextRecord();
record2 = readDU2 . readNextRecord();

if{}isDeleted){
prtWriterl write(intAmaytoString{recordl) + "n™);
prtWriter2. write(intArmaytoString{record2) + "n"),

!

prtwWriterl .close();
priwriter2.close();

readDU1 .close();
readDU2 close();

File unlabeledFile]l = new File{CoTrainingDU1);
File unlabeledFile2 = new File(CoTrainingDU2),
boolean datal = unlabeledFilel.delete();
boolean data2 = unlabeledFile2.delete();

datal = writeFilel.renameTo(new File(CoTrainingDU1));
data? = writeFile2. renameTo{new File(CoTrainingDU2));

}

catch (IOException €) {
System.out. printin{"Exception when opening write file" + ¢);
System.exit(-1;

}

return(flag);

i

private static String intArraytoString(intf] array){
String result = ™";
Integer aux;

for(int i = 0; i < array.length; i++){

ifli = 0){

aux = new Integer(array[il);

result = result.concat{aux.toString());
}
else{

aux = new Integer{array[if),



result - result.concat(”," + aux.toString());

}

return result;
}

private static String atribuiClassePrevista(String oper, int classe)f
classe++;

StringTokenizer st -~ new StringTokenizer(oper, ",");
String tokens[] = new String[st.countTokens()];
for(int i =0; i < tokens.length; i++)
tokens[i] = st.nextToken(),
tokens[0] = new Integer{classe).toString();
oper=""
for (int i=0; i<tokens. Jength; i++) {
ifi1=0)
oper = operconcat(",” + tokens{i]);
else
oper = oper.concat(tokens[i]),

}

retum oper,

}
private static void openFile(String filel, String file2) throws IOException §

untabeledDataFilei ~ new File(filel);
unisbeledReader] = new BufferedReader(new FileReader{uniabeledDataFile1));
unlabeledDataFile2 = new File(file2);
unlabeledReader2 = new BufferedReader(new FileReader{unlabeledDataFile2));

}
‘[*
* Call appropriate classifier builder.
*
private static BayesNet runClassifier(String typeClassifier,
BayesNet startingPointNetwork,
boolean useOnlyStartingStructure,
String trainingFilename,
boolean discardUnlabeledData,
int numberlterations,

double likelihcodChange,
boolean removeZerosFromStartingPoint,
String testFilename,
PrintStream out) {

BayesNet classificador = new BayesNet();
classificador -~ NAN.run(startingPointNetwork, useOnlyStartingStructure,
trainingFilename, discardUnlabeledData,

numberHterations, likelihoodChange,
removeZerosFromStartingPoint, testFilename, out);

return{classificador};

}

private static Vector readParameters(String filename) throws IOException |

Vector pars = new Vector();
File parameterFile = new File({ilename);

BuiferedR eader parameterReader = new BufferedReader(new FileReader(parameterFile));

String line;

while ({line = getString(parameterReader)) = nulf) {
StringTokenizer st = new StringTokenizer(ling, ™t ,");
pars.addElement(new String[] { st.nextToken(), st.nextToken() });

H

parameterReader.close();
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retum{pars),
}

private static String getString(BufferedReader dataReader) throws I0Exception {

String nexiLine;
String irimmed;
do {

nextLine = dataReader.readLine();

if (nextLine =~ null)

return({null);

trimmed = nextLine trim();

} while { (trimmed.equals(™)) || (trimmed starts With("%")) );

retum{nextLine);

i

private static String getPar(String key, Vector pars) |
Tor (Enumeration e = pars.elements(); e.hasMoreElements(); } {
String key Value[] = (String[] Xe. nextElement());
if (keyValue[0].equals(key))
return(key Value[ 17);
1

return(null);
}

private static int getInt(String key, Vector pars, int def) {
String value = getPar(key, pars);
if (value !=null)
return( Integer. parseint(value) );
else
retumn( def );
}

private static double getDouble(String key, Vector pars, double def) {
String value - getPar(key, pars);
if {(value &= null)
return{ Double.parseDouble(value) );
else
return{ def );
H

private static boolean getBoolean(String key, Vector pars, hoolean def) {
String value = getPar(key, pars);
if (value 1= nuli)
retum( Boolean valueOf{value).boolean Value() );

else
return( def );
}
i
14.2 Precotraining
f*
* Created on 27/04/2005

* To change the template for this generated file go to

* Window&gt;Preferences&gt;Java&gt,Code Generation&gt;Code and Comments
*

import java.io.*;

import java.sql.*;
import java.util Random;

public ciass preCotraining {

public boolean preparaArquivos (int porcLabeled){
String url = *jdbcodbe:cotrainingDR";

*
VOTES
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double dPercClass] = 0.44 ;
String strCabecalhol = "C,F1,F2,F3,F4,F5,F6,F7,F8,F9,F10,F11,F12,F13,F14, F15,F16",
String strCabecalho2 = “C,F9,F10,F11,F12,F13,F14,F15,F16";
String strClasses1 = "2,3,3,3,3,3,3,3,3,3,3.3 3,3,3.3,3";
String stiClasses? = "2,3,3,3,3,3,3,3,3",
*

/¥
CARS

double dPercClassl =0.7 ;
String strCabecalhol = "C,F1,F2,F3,F4, F5,F6";
String strCabecalho2 - "C F7.F8,F9";
String strClassesl = "2,4,4,5,5,3,3";
String strClasses2 = *2,5,3,3";
*f

J*

Breast - Cancer

double dPercClass! = 0.65 ;
String sttCabecalho! = "C,F1,F2,F3,F4,F5,F6,F7,F8,F9";
String strCabecatho2 = "C,F10,F11,F12,F13,F14%
String stClassest ="2,11,11,11,11,11,11,11,11,117;
String strClasses2 = “2,11,11,11,11,11%;

*/

"*
Chess

double dPercClassl = 0.52 ;
String strCabecalhol
"C,F1,F2,F3 F4 ¥5 F6,F7 F8,F9,F10,F11,F12,F13,Fi4,F15F16,F17,F18 F19,F20,F21,F22,F23,F24, F25 F26 F27 F28 F29, F30,F31,F32 F33,F34,F35,F36";
String strCabecatho2 = "C,F19,F20,F21,F22 F23 k24 F25,F26,F27,F28,F29,F30,F31,F32 F33,F34,F35,F36",
String swClasses] - 2,7,7,7,7,7,7,7,7,7,7,7,7,7,7,7,1,7,1.7,7,7,7.7,7,1.17,7,7.7,771777"
String stiClasses2 = "2,7,7,7,7,1,7,7,7,7,7,1, 77,777 71"

gl
I*
Adults
L7}
double dPercClassl = 0.75 ;
String strCabecathol = "C,F1,F2,F3,F4,F5 F6,F7 F8,F9,F10,F11,F12,F13";
String strCabecalho? = "C,F7,F8,F9,Fi0,F11,F12,F13";
String strClasses] = 2,9,8,16,7,7,14,6,5,2,15,15,6 41";
String strClasses2 = "2,6,5,2,15,15,6.41";
,t

Satimages

double dPercClassl = 0.21 ;
String strCabecalhol
"C,F1,F2F3,F4,F5,F6,F7 F8 FO F10,F11,F12,F13,Fi14,F15F16,F17,F18 F19,F20,F21,F22 F23,F24,F25,F26,F27,F28 F29 F30,F31,F32,F33,F34 F35 F36";
String strCabecalho2 = "C,F19,F20,F21,F22 F23 F24,F25 F26,F27,F28, F29,F30,F31,F32,F33,F34 F35,F36";
String stClasses1 = "2,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,1¢,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,16,10,10";
String strClasses2 = *2,10,10,10,10,16,10,10,10,10,10,10,10,10,10,10,10,10,10";
*

','t
Dermathology
double dPercClass] =0.30 ;

String strCabecathol =
"C,F1,F2,F3,F4,F5,F6,F7 F8 F9 F10,F11,Fi2,F13,F14,F15 F16,F17,F18 Fi9,F20,F21,F22,F23,F24,F25 ¥26,F27 F28 F29,F30,F31,F32,F33,F34™;
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String strCabecalho? = "C,F35,F36,F37,F38,F39,F40,F41 F42 FA3 FA4 F45 F46 F47, F48,F49,F50, F51",
String strClasses! ="24,444444444244444444444444444444444";
String strClasses2 = "2,4,4,4,4,4,4,4.444,44.4.4.4.4";

*

j*
Sonar

double dPercClassl =0.53 ;

String strCabecalhol
"C,F1,F2,F3,F4,F5F6,F7 F8 F9,F10,F11,F12 F13,F14,F15F16,F17,F18,F19,F20,F21,F22 F23 F24 F25 F26 F27 F28,F29,F30,F31, F32,F33,F34,F35 F36.,F
37 F38,F39 F40 F41 F42 F43 F44, F45 F46, F47 548 F49 F50,F51 F52,F53,F54,F55 F56,F57,F58 F59, F60";

String strCabecalho2
"C,F31,F32,F33,F34 F35,F36,F37 F38,F39,F40,F4 1, F42,F43 F44,F45 F46,F47 F48, F49,F50,F51,F52,F53,F54,F55,F56,F57 F58,F59,F60",

String strClasses|
"2,10,10,10,10,10,10,10,10,10,10,10,16,10,190,10,10,19,10,10,10,10,10,10,10,10,10,16,10,10,10,10,10,10,10,10,10,10,10,10,16,10,10,10,10,10,10,10,10,10,
10,10,10,10,10,10,10,10,10,10,10";

String strClasses2 ~ "2,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,10,1¢,10,10,10,10,10,10,10,10";

*f
n"‘
images

double dPercClassl = 0,14 ;

String strCabecathol = "C,F1,F2,F3,F4,F5,F6,F7,F8,F9,F10,F11,F12,F13,F14,F15,F16,F17 F18"

String strCabecalho2 = "C,F10,F11,F12,F13,F14,F15F16 F17 F18";

String strClasses! = "23,12,2.2,11,69,7,15,12,12,15,9,11,12,14,13,9%;

String strClasses2 = *2,12,12,15,9,11,12,14,13.9";

¥/

tryf
Class.forName("sun.jdbc.odbe. JdbeOdbeDriver™);

}eatch(java.lang ClassNotFoundException e) {
System_er_print("ClassNotFoundException: "),
System.ere.printin{e getMessage());

}

try{
Connection ¢on = DriverManager. getConnection{url, "Admin", "Admin"),
Statement stmt = con.createStatement();
Siatement stmi2 = con.createStatement();
int result =0 ;
ResultSet rs = stmt.executeQuery("SELECT ID1, CLASS, DADOS1, DADOS2 , Rnd(ID1) FROM COTRA_MAIN ORDER

BY 5™;

int iNumeroRegistros == 0 ;
result = stmt2 executeUpdate("DELETE * FROM COTRA MAIN AUX™);

/f Carrega tabela auxiliar , ignal a tabela fonte COTRA_MAIN
if (rs.next()){

do {
String s1 = rs.getString("CLASS"),
String 52 = rs.getString{"DADOS1™);
String 53 = rs.getString("DADQS2™),
result = stmt2 executelipdate("INSERT INTO COTRA_MAIN_AUX (CLASS, DADOS1 DADOS2)
VALUES (™ 81 + ™" + §2 + ™™ £ 3 + ™J);
iNumeroRegistros++;

} while (rs.next(}) ;
}

/{ Separa 20% dos registros para teste, movendo-os para COTRA_TEST
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Statement spm3 < con‘createStatementO;
ResultSet rsClasse] = s!mﬂ.executeQuery( "SELECT Ip, CLASS, DADOS], DADOS2, Rnd(ID) From
COTRA‘MAIN_AUX WHERE CLASS - 'T'ORDER By 5 "
# ResultSer 1sClasse] =shnt3.exeeuteQuery( "SELECT ID, Cr.Ass, BADOS:, DADOS2, Rnd(ID) rROM
COTRA‘MAJN_AUX ORDER BY 5 ")
int iNumemClassel = (iNumemRegistros/I 0

snnt.executeUpdate( "DELETE FROM COTRA_TEST");

i (rsClasse| -next()y;
while (iNumeroCIasseI>0){
stmt.executeUpdate("mSERT INTO COTRA_TEST (CLASS, DADOS! :DADOS?) VALUES (4 RS
rsClasse?, getString("Dadosl ey rsClassel.getString( "Dadosz") + My,
shm.executeUpdaIe( "DELETE FROM CO'I'RA_MAI'NuAUX WHERE D - v .

IsClassel.nextO;
iNi umeroClasse] -~

mclassel.getS!ring( )

}

ResultSer 15Clagge) = sm.execuhe@eiy( "SELECT D, CLASS, DADOS I, DADOS:!, Rnd(iD) FROM
CO?RA_MAHLAUX WHERE CLASS = ORDER BY 5 ")
#/ ResultSet rsClasseD = smtt.?.executeQuely( “SELECT D, CLASS, DADOS], DADOS2, Rd(Ip) FROM COTRA_MAIN_AUX

int fNumemClasseZ = (iNumeroRegistrosll 0);

if’ (mClassez.next()){
while (iNumarOCIassebO){

smat.executeUpda:e( “INSERT INTO COTRA_TEsT (CLASS, DADOSI,DADOSZ) VALUES {2\
1sClasge2, £etString(*Dadog Ay rsCJ‘asse.?.getStdng("Dadoﬂ Y+ myny,

stmt.executeUpdate( “DELETE FROM COTRA_MAIN _AUX WHERE ID=ry
rsCJassez.getString( "Dy

rsClasse2.next();

BN umemClasseZ—-;

}
/f Preparg 45 tabelas contendg 05 registros labeled o unlabeled

resuit s!th.executeUpdate("DELETE * FROM COTR.AﬁLABELED");
result = stmtz.executeUpdate( "DELETE * FROM COTRA_UNI.ABELED“);

ResultSer tsLabefed ~ sth.executeQuery("SELECT ID, CLASS, DADOS], DADOSZ, Rnd(iny)y FROM
COTRA_MA]N‘AUX WHERE CLASS =1+ ORDER Ry "y
int contlabejed = (¢ iNumeroRegisﬂOs * 8/10 porcLabeled/i 00);
¢ontlaheleq = (int)(contl.abeled * dPercClass) %

int contLabeled! ayy contLabeied;

if (lsLabeIed.nextO){
while (conﬂ..abeled>0){
String strClasg - xslabeled.getsning("CLASS");
String strDadgg; - rsLabeled,getStn'ng("DADOSl ")
String strDadogy - rsIabeled.getStn'ng( "DADOSZ");

stmt,
StrClasg + m m + strladost 4 e . StrDados2 + wy).

ResultSer IsLabeled2 = sun13.executeQuery( "SELECT iD, CLASS, DADOS], DADOGS2, Rad(iy) FROM
COTRA_MAINﬁAUX WHERE CLASS = ORDER BY 5
int confLabeleds - { iNumemRegistms *3M0 )+ porcLabeied/10p s
contLabeled? — contLabeleds - contLabeied | gy ;

if (rsLabeIedZ.next())
while (contl.abelﬂ(u)o){
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String strClass = rsLabeled2. getString("CLASS"™),
String strDados] = rsLabeled2. getString("DADOS1™);
String strDados2 = rsLabeled2. getString("DADOS2"),

stmt executeUpdate("INSERT INTO COTRA_LABELED (CLASS,DADOS1, DADOSZ) VALUES (" +
strClass + ™™ + strDadosi + ™" + strDadoes2 + ™)");

stmt.executeUpdate{"DELETE FROM COTRA_MAIN_AUX WHERE ID ="+
rsLabeled?. getString("ID"});

rsLabeled2.next();

contLabeled2--;

]

ResultSet rsUnLabeled = stmt3,executeQuery("SELECT ID, CLASS, DADOS1, DADOS2, Rrd(ID) FROM

COTRA_MAIN_ AUX ORDER BY 5");
int intContUnlabeied = (iNumeroRegistros ¥ 6/10) * (100 - porcLabeled)/100 ;

if (rsUnLabeled.next(Q){
while (intContUnlabeled > 0 } {
String strClass = rsUnLabeled. getString("CLASS");
String sttDados] = rsUnLabeled. getString("DADOS1");
String strDados2 = rsUnlabeled. getString("DADOS2");

stmt.executeUpdate("INSERT INTO COTRA_UNLABELED (CLASS,DADOSI,DADOS2) VALUES
(" + strClass + ™' + strDados1 + ™, + strDados2 + ™)");

stmt.executeUpdate("DELETE FROM COTRA_MAIN_AUX WHERE ID ="+
rsUnLabeled.getString("ID"));

rsUnLabeled.nexi();

intContUnlabeled—;

H

// Faz a montagem dos arquivos texto que serao usados

fy{

File writeFilel = File.createTemp¥File{"tmpTestl", “in", new File(" /TESTING/™));
PrintWriter prtWriterl = new PrintWriter(new BufferedWriter(new FileWriter(writeFilel, true)));

File writeFile2 = File.createTempFite{"tmpTest2", "in", new File("./TESTING/")),
PrintWriter prtWriter2 = new PrintWriter(new BufferedWriter(new FileWriter(writeFile2, true)));

ResultSet rsArqTest = stmt3.executeQuery("SELECT * FROM COTRA_TEST");

priWriter]l .write(strCabecalhol),
priWriterl_write{'"\n" + strClasses] + "\n" );

prtWriter2. write(strCabecalho2);
priWriter2, write("\n" + strClasses2 + "\n");

if (rsArqTest.next()) {
do {
String strClass = rsArqTest getString("CLASS"),
String strDados] ~ rsArqTest.getString(*Dados1");
String strDados? = rsArqTest getString("Dados2"),
priWriterl . write( ™n" + strClass + ", + strDados1 );
priwriter2. write{ "n" + strClass + "," + strDados2 );
} while (rsArqTest.rext());
}

pritWriterl .close(),
prtWriter2. close(};

File unlabeledFilet = new File("/TESTING/TesteUnlabeled1.in");
File uniabeledFiie2 = new File("./TESTING/TesteUnlabeled2.in");

boolean datal = uniabeledFilel delete();
boolean data2 = unlabeledFile2.delete();

datal = writeFilel.renameTo(new File("./TESTING/TesteUniabeled1.in"));
data2 = writeFile2.rename To(new File(" /TESTING/TesteUnlabeled2.in"});

} catch (JOException ) {
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System.out.prinﬂn( "Exception when Opening write fijo» +e);
System.e:dt(—l);
H

/ Monta g5 rqUuives Laheled

ty{

File writeFite] - File.createTempFiie( "tmpLabeled “ "in" new File( ".f]"ESTJNG/"));
PrintWriter PriWriter] ~ new PrintWriter(new Buﬂ‘eredWﬁter(new Fil'eWriter(wﬁteFi!eI, true)));

File writeFile2 File.cma:e’]‘empf-‘ilﬂ( "!mpLabeled.?", "in", new File( "./TESTINGI’“));
PrintWriter PriWriter2 new PrintWriter(new Buﬂ‘édeﬁtet(new FileWﬁter(wﬁteFile2, true))):

PrtWriter], wﬁte(sh'Cabecthol X
prtWriteri.Wﬁte("\n" * strClassesq + "n");

anriteIiZ.write(sthabecalhoZ);
prth'terZ.wrile( "I+ StrClasses2 + w, ")

if (mA:qLabeled.next()) {

do{
String SirClass — mAquabeied.geLSu'iug("CLASS "%
String StrDadost = lsAranbeIed.getStdng( "Dadost "%
String StrDados2 = rsAquabeled.getStn‘ng( "Dados? ")
prtWriterl.wn'te( "n" + strClass + A strDadgg )
PrtWriter2, write( " 4 StrClass + AR strDados? );

J while (rsAquabeIed.nextO) -

}

PriWriter] -close();
prth'terQ.ciose(),‘

File unlabeiedrile) new File(" /T E’STING/LabeledI.in");
File un]abel'edFileZ ‘new File( "./'FESTING/LabEIedZ. in*);

boolean datal tmlabeledFilel .del'ete();
boolean data - unlabeledFiieZ.dele(e();

data] = WriteFiie{.mnﬂlneTo(new File( "./TESTING!’I.abeIed Lin™)y,
data? = writeFileZ.mnameTo(new File(™ /7 ESTING/LabeIed2.in")),‘

} caich (IOException e){
Syslem.outp i t!n("Excepﬁon when Opening wrige file" + e);
System.e:dt(-l X

}

try{

File writeFile | File.createTempF ilef "tmpUnLabeledl " "in" new File( "./'I‘ESTING/”));
PrintWrite, PrtWriter] new PrintWﬁter(new Buﬂ'eredWﬁter(new FiieWriter(wrileFilel, true)));

File writorjjep Fﬂe.createrempme("anpumbe;edz", "in", new Fi{e("fI'ESTINGf"));
PrintWriter PritWriter? new Pn'nth'ter(new Buﬂ'edeﬁter(new FileWriter(wﬁ!eFileZ, true));

ResuitSe; TSArqUnLabefed sth.executeQuely( "SELECT * FROM COTRA_UNLABELED");

PrtWriter] .write(strcabecalho 1);
anriterI.wﬂte( "n" 4 StrClassest + wy» %

PtWriter2, vy te(strCabecaihoz);
PritWriter Write("\n" 4. strClasses + "y,

if (rsAqunLabeIed‘. next()) {
do{

St!‘ingsIICiass = IsAqunLabe!edgetStﬁng("CLASS“);
String StrDados] = :sAqunLabeied.getShing( "Dados} ")
String strtDados = rsAqunLabeled.getStdng( "Dados2");
PriWriter write( " ¢ SrClass + v n strDadog} );
prth'ter2.Write( "7+ StrClpge ¢ "+ strDadog2 %

} while (rsAqunLabeled. next());



}

priWriterl close();
priWriter2.close();

File unlabeledFilel = new File(" /TESTING/Unlabeled1 An");
File unlabeledFile2 = new File(" /TESTING/Unlabeled2.in™);

boolean datal = unlabeledFilel delete();
boolean data2 = unlabeledFile2. delete();

datal = writeFitel.rename To(mew Fi le("/T ESTING/Unlabeled}. in™));
dataZ - writeFile2 renameTo{new File("/TESTING/Unlabeled2.in"});

} catch (IOException &) {
Systern.out printn{"Exception when opening write file” + )
System.exit(-1},

System.out. println{"Fim do processo | *),

} catch(SQLException ex)
System.err.printn(*SQLException: " + ex.getMessage());

retuim true;

14.3 TesteCotraining

[

* Class that tests a given classifier again
* data.

* Author: Alan Glezer

*f

package lutil;
impert BayesianNetworks, *:
/fimport java.jo.*;

public class TesteCoTraining {
f‘*

* Testing a classifier against data,
*/

public static int[] test{ReadIn readTest, BayesNet classifier) {
int i, j, k, aux;
int numberRecords = 0;
int numberMisses = 0;
double logLikelikoodTest = 0.0;

Probability Variable pvs[] = classifier.get _probability_variables();
ProbabilityFunction pfs[] = classifier. get . probability functions();
int numberLabels = (pvs[0]).number_values();

int numberPerLabel{] = new intfinumberLabels);

int numberMissesPerLabel[] = new inf{nurnberLabels];
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int numeroClasses = readTest. getNumberOfValues()[0];
double ClasseMaxProbabilidade[][] = new double[numeroClasses]{50000];
/fint registros[i[];

boolean hasRecord = false;
for {aux = 1; readTest. hasNexiRecord(); aux++) {

hasRecord = true;
int record[] = read Test.readNextRecord();
{registros[aux] = record;
/f The observed values in record are decremented by one.
/f This is necessary because the data is assumed to
!/ start from 1 (and 0 indicates missing values), whereas
#/ the usual convention in JavaBayes is that indexes
ff start at § --- following the conventions of Java.
for (i=0; i<record.length; i++)

record{i]--;

/i Maximize p{C[X1...XN), proportional
# 1o pICYx PCXIIC) x ... X PIXNIC)
double likelihoodClass[] = new double[numberLabels];
int correctlLabel = record[0];
for (}=0; j<numberLabels; j++} {
record]0] = §;
double prod = (pis[0]).get_value();
for (i=1; i<pfs.length; i++) {
prod *= (pfs[i]).evaluate(pvs, record),

likelihoodClass[j] = prod;
ClasseMaxProbabilidade(j]{aux-1] = likelihoodClass{j];

}

record[0] = correctLabel;

{/ Find maximum of likelihood.

int positionMax = 0,

double likelihoodMax = likelihoodClass[positionMax];

for (j=1; j<numberLabels; j++) {
if {likelihoodClass[j] > likelihoodClass{positionMax]) {
positionMax = j;
likelihoodMax = likelihoodClass]j];
}

}

fiClasseMaxProbabilidade[j-2){aux-1] = likelihoodMax:
/ClasseMaxProbabilidade[0][0] = likelihoodMacx;

{f Compare with correct label and store relevant information.
niumberRecords++;
numberPerLabel[record[0]]4+;
if (positionMax != record[0]) {
numberMisses++;
numberMissesPerLabel[record[0]]++;

H
// Update overall log-likelihood.
fogLikelihoodTest += Math.log(likelihoodClass[record[0]] };

H
int resuitado(];
iflhasRecord){
resultado = new int[numeroClasses];;
for(i = 0; i<resultado length;i++)f
double likelihoodMax =0.0;
for{aux = 0; aux < ClasseMaxProbabilidade[i].length; awx++){
boolean isAlreadyPicked = alreadyHasRecord(resultado, aux, i);
if{ClasseMaxProbabilidade[i][aux] > likelihoodMax && lisAlreadyPicked){
resultado[i] = aux;
likelihoodMax = ClasseMaxProbabilidade[i][awx];

else
resuitado = null;
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‘,l*
StringBuffer sb = new StringBuffer("\n/fTest " + numberRecords + " " +
numberMisses + " " +

(((double)numberMisses)/((double)numberRecords}));

for (k=0; k<numberPerLabel length; kt+)
sh.append(numberPerLabel[k] + " ");
for (k=0; k<numberMissesPerLabel.length; k++)
sb.append(numberMissesPerLabel[k] + " *);
for (k=0; k<numberMissesPerLabel length; k++)
sh.append( (({double)numberMissesPerLabelfik] ¥
{{doublejnumberPerLabellk])) + " *);
sh.append(logLikelihoodTest + " " +
(logLikelihood Test/{(double)numberRecords)) -+ "'y,
*  return{resultado);
}
private static boolean alreadyHasRecord(int result[], int auxitiar, int classe){
for(int i = Q; i < classe; i++)
for(int k = 0; k < result.length; k++)
if(result(k)~=auxiliar}
return true;
retum false;
}
}
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